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ABSTRACT
Subjects with mild cognitive impairment (MCI) have a substantially increased risk of developing dementia due to Alzheimer’s disease (AD). Identifying MCI subjects who have high progression risk to AD is important in clinical management. Existing risk prediction models of AD among MCI subjects generally use either the AUC or Harrell’s C-statistic to evaluate predictive accuracy. AUC is aimed at binary outcome and Harrell’s C-statistic depends on the unknown censoring distribution. Gönén and Heller’s K-index, also known as concordance probability estimate (CPE), is another measure of overall predictive accuracy for Cox proportional hazards (PH) models, which does not depend on censoring distribution. As a comprehensive example, using Alzheimer’s Disease Neuroimaging Initiative (ADNI) data-set, we built a Cox PH model to predict the conversion from MCI to AD where the prognostic accuracy was evaluated using K-index.

1. Introduction
Alzheimer’s disease (AD) is the most common cause of dementia. It is projected that the number of Americans with AD will increase from 5.4 million in 2016 to 13.8 million in 2050 [1]. Subjects with mild cognitive impairment (MCI) have a substantially increased risk of developing dementia due to AD. Several studies have suggested that patients with MCI will convert to AD at an annual conversion rate of 10\%–15\% [2–4]. Early identification of subjects with MCI who are at risk of progression to AD is of great clinical importance in delaying or preventing the transition from MCI to AD.

A major focus of MCI research has been to distinguish individuals who will progress to AD from those who will not [5,6]. Several studies have developed prediction models for MCI to AD conversion using positron emission tomography (PET) images [7, 8],...
magnetic resonance images (MRI) [9–12], cerebrospinal fluid (CSF) biomarkers [13,14], or combining MRI and CSF measures [15,16]. Most of these studies employed logistic regression or other classification methods to investigate AD progression at certain year (e.g. 5-year or 10-year), where area under the receiver operating characteristic curve (AUC) was used to evaluate overall predictive accuracy. Yet, AUC depends on the year selected for evaluation. An overall evaluation of the predictive accuracy may be more informative for time to AD conversion from MCI.

There are existing studies that focused on developing risk scores for AD progression using Cox proportional hazards (PH) regression to accommodate time-to-progression from MCI to AD, and the predictive accuracy of the risk scores were evaluated using Harrell’s C-statistic [17–19]. It is known that the Harrell’s C-statistic approach has a major drawback as it is generally biased and the magnitude of the bias depends on the unknown censoring distribution even asymptotically [20,21]. Inverse probability-of-censoring weighted (IPCW) C-statistic has been proposed by Uno et al. [21] and Liu, Jin [22] to overcome the bias of the C-statistic. The IPCW C-statistic is consistent to C-index when censoring is ‘noninformative’ (i.e. the random censoring time and AD-free survival time are independent). However, this ‘noninformative censoring’ assumption is usually not satisfied in practice as both random censoring time and AD-free survival time can depend on certain covariates in many applications. Another approach to overcome the dependence of the Harrell’s C-statistic on censoring distribution has been proposed by Gönen and Heller [23], which is particularly useful when the widely used Cox PH model is assumed.

In short, when the commonly used Cox PH models are suitable, K-index can be useful to evaluate the overall predictive accuracy for risk prediction models of AD among MCI subjects. The rest of this paper is organized as follows. In Section 2, we briefly review Harrell’s C-statistic, the IPCW C-statistic and K-index. In Section 3, we report simulation studies to compare the performance of these three methods for Cox PH models and provide more insights. In Section 4, we provide a comprehensive example, i.e. we develop an AD risk prediction model among MCI subjects based on Cox PH model using Alzheimer’s Disease Neuroimaging Initiative (ADNI) data-set. We evaluate the risk score performance using K-index. The paper is concluded with discussion in Section 5.

2. Method

For a randomly selected individual, let $T$, $D$, and $R$ denote event time, censoring time, and risk score, respectively. We assume a high risk score generally corresponds to short survival. Let $\tilde{T} = \min (T, D)$ denote the observed time and $\delta = I(T < D)$ denote the event indicator under right censoring. For a pair of randomly selected independent subjects with $(T_1, R_1)$ and $(T_2, R_2)$, the C-index can be denoted as

$$C = P(R_1 > R_2 \mid T_1 < T_2),$$

and K-index can be defined as

$$K = P(T_1 < T_2 \mid R_1 > R_2).$$
C-index and K-index may take value ranging from 0.5 to 1. When K or C equals to 1, \( R_1 > R_2 \) implies \( T_1 < T_2 \) with probability 1 and vice versa. When K or C equals to 0.5, \( R_1 > R_2 \) implies \( T_1 < T_2 \) with probability 0.5 (i.e. similar to predicting an outcome via flipping a fair coin) and vice versa.

In the special case where \( T \) and \( R \) are continuous variables (i.e. the probability of tied observations can be ignored), and two randomly selected subjects with \((T_1, R_1)\) and \((T_2, R_2)\) are independent and identically distributed (iid), we may have

\[
P (T_1 < T_2) = P (T_1 > T_2) = 1/2 \quad \text{and} \quad P (R_1 < R_2) = P (R_1 > R_2) = 1/2.
\]

Then, by the basic rule of conditional probability, we have

\[
K = P (T_1 < T_2 \mid R_1 > R_2) = \frac{P(T_1 < T_2, R_1 > R_2)}{P(R_1 > R_2)} = 2P(T_1 < T_2, R_1 > R_2)
\]

\[
= \frac{P(T_1 < T_2, R_1 > R_2)}{P(T_1 < T_2)} = P (R_1 > R_2 \mid T_1 < T_2) = C
\]

(1)

That is, the true value of K-index and C-index are equal under the above condition.

For independently observed data \((\tilde{T}_i, \tilde{R}_i)\), \( i = 1, \ldots, n \), Harrell’s C-statistic [24] is defined as

\[
\hat{C}_H = \frac{\sum_{i \neq j} I(\tilde{T}_i < \tilde{T}_j) I(\tilde{R}_i > \tilde{R}_j)}{\sum_{i \neq j} I(\tilde{T}_i < \tilde{T}_j)}
\]

(2)

Harrell’s C-statistic is known to be a biased estimator for C-index when there is censoring, since it depends on censoring distribution [20,21]. Therefore, even for the same population of subjects, when the censoring distributions differ in different studies, the values of the Harrell’s C-statistics are not comparable. The Harrell’s C-statistic and its standard error estimate can be directly obtained using the \texttt{coxph()} function from \texttt{R} package \texttt{survival}.

To overcome the shortcoming of Harrell’s C-statistic, some new procedures have been proposed. Notably, Uno et al. [21] and Liu, Jin [22] independently investigated the so-called inverse-probability-of-censoring-weighted (IPCW) C-statistic. The IPCW C-statistic is defined as

\[
\hat{C}_W = \frac{\sum_{i \neq j} \delta_i \{ \hat{G}(\tilde{T}_i) \}^{-2} I(\tilde{T}_i < \tilde{T}_j) I(\tilde{R}_i > \tilde{R}_j)}{\sum_{i \neq j} \delta_i \{ \hat{G}(\tilde{T}_i) \}^{-2} I(\tilde{T}_i < \tilde{T}_j)}
\]

(3)

where \( \hat{G}(\cdot) \) is the Kaplan–Meier estimator of the censoring distribution. These weighted approaches are aimed at making the C-statistic independent of the underlying unknown censoring distribution. However, the consistency of such weighted version of the C-statistic \( \hat{C}_W \) depends on quite restrictive assumptions that event time \( T \) (i.e. the conversion time to AD from MCI) is independent of censoring time \( D \). Such assumptions are usually not met in practice because the censoring time often depends on covariates that correlate to the
survival endpoint. The IPCW C-statistic and its standard error estimate can be calculated using survC1() function in R package survC1.

Gönen and Heller [23] proposed K-index as a measure of discriminatory power under the commonly used Cox PH model. As is well known, the Cox PH models are among the most widely used survival models and statistical tests for the PH assumptions have been well developed. The Cox PH model can be written as

$$\lambda(t|z) = \lambda_0(t) \exp (\beta^T_0 z),$$

where $\lambda(t|z)$ is the hazard function conditional on a $p$-dimensional covariate vector $z$, $\lambda_0(t)$ is the baseline hazard function independent of covariate, and $\beta_0$ is the true regression parameter. The relationship between the covariate vector $z$ and the survival time $t$ is determined through the survival function,

$$S(t; z, \beta) = \exp \left\{ -\exp (\beta^T z) \int_0^t \lambda_0(u) du \right\}$$

The Gönen and Heller’s K-index is also known as concordance probability estimate (CPE). Under Cox PH models, the CPE is defined as

$$K_n(\hat{\beta}) = \frac{2}{n(n-1)} \sum_i \sum_{<j} \left \{ \frac{I(\hat{\beta}^T z_{ji} < 0)}{1 + \exp (\hat{\beta}^T z_{ji})} + \frac{I(\hat{\beta}^T z_{ij} < 0)}{1 + \exp (\hat{\beta}^T z_{ij})} \right \},$$

where $z_{ij}$ is the pairwise difference $z_i - z_j$ and $\hat{\beta}$ is the partial likelihood estimator for $\beta$ in Cox PH models. Gönen and Heller also proposed a smooth version of the K-index, and more details can be found in [23]. K-index is a function of the estimated regression parameter in Cox PH models, and therefore it is asymptotically consistent. Thus, even for finite sample, K-index is generally not sensitive to censoring distribution. The K-index and its standard error estimate can be estimated using the phcpe() function from the R package CPE by directly inputting the coxph object from coxph() function in argument coxfit and setting argument CPE.SE = TRUE. Another function phcpe2() in R package CPE allows to estimate K-index and the standard error by inputting the coefficients and covariance matrix of the coefficients from the fitted Cox PH model and a design matrix for covariates. Since K-index is suitable for Cox PH models, it is important to test the validity of the PH assumption. The PH assumption can be checked with scaled Schoenfeld residuals for each parameter using the cox.zph() function in the R package survival. All analyses in this paper were done using R v3.2.2.

3. Simulation studies

To provide insights on the behaviours of the three concordance indices under Cox PH models, we conducted extensive simulation studies to investigate their variability across different censoring proportions ranging from 0% to 80%. We consider non-informative random right censoring, that is the censoring, time is independent of the time-to-event.
This is a strong assumption, however, even under this restrictive assumption the Harrell’s C-statistic and its weighted versions using inverse probabilities are still quite sensitive to the censoring distribution, which is unknown in practical applications. Following the Cox PH model in Equation (4), the covariate vector was \( z = (Z_1, Z_2) \), where \( Z_1 \) and \( Z_2 \) were independently generated from Normal \((0, 1)\) and Bernoulli \((0.5)\), respectively. The corresponding \( \log(\text{HR}) \) was \( \beta = (\beta_1, \beta_2) \), where \( \beta_1 = 1 \) and \( \beta_2 = -1 \). We assumed the baseline hazard function follows an exponential distribution with a constant hazard rate \( \lambda_0(t) = 1 \). Given covariates, the event time \( T \) was generated from exponential distribution \((\lambda)\) with parameter \( \lambda = \exp(\beta_1 Z_1 + \beta_2 Z_2) \). In our simulations, censoring time \( D \) was independent of \( T \) and generated from Uniform \([0, t]\), where \( t \) were chosen to achieve the desired censoring proportion ranging from 0% to 80%.

Under the above set up, we obtained iid copies of \((\tilde{T}, \delta, z)\), where \( \tilde{T} = \min(T, D) \) and \( \delta = I(T < D) \). The corresponding risk score is \( R = \beta_1 Z_1 + \beta_2 Z_2 \). By the iid assumption and the fact that \( T \) and \( R \) are continuous variables (thus the probability of tied observations is negligible), for a pair of randomly selected individuals with bivariate \((T_1, R_1)\) and \((T_2, R_2)\), Equation (1) holds, i.e. the true value of K-index and C-index are equal. In our simulation set up, the true value is K-index = C-index = 0.744. It is well known that the Gönen and Heller’s K-index is a consistent estimator of the true K regardless of censoring proportion under the Cox PH models, and Harrell’s C-statistic is consistent estimate of the true value only in the absence of censoring. Theoretically, under the non-informative censoring assumption, the IPCW C-statistic can consistently estimate the true C-index value, but its finite sample performance in comparison with K-index and Harrell’s C-statistic has not been systematically investigated and reported. The aim of this simulation study is to investigate the relative stability of the K-index and relative instability of Harrell’s C-statistic, IPCW C-statistic. We computed the Harrell’s C-statistic, IPCW C-statistic and K-index using the R functions mentioned in the method section. We used various sample size ranging from \( n = 200 \) to \( n = 400 \). The key results and observed patterns were not sensitive to sample size and therefore we only reported results for \( n = 200 \) and \( n = 400 \) in the following.

As shown in Figure 1, in the absence of censoring, the three estimators all performed well as expected. For sample size \( n = 200 \), as censoring proportion increased, the Harrell’s C-statistic increased noticeably which reflected its increased biases. The IPCW C-statistic remained stable for relative light censoring, but it started to increase when censoring became heavier. On the other hand, K-index remained stable when the censoring proportion was as high as 80%. When sample size increased to \( n = 400 \), the behaviour and bias of Harrell’s C-statistic and IPCW C-statistic did not improve. More numerical details can be found in Table 1.

4. Application to the ADNI data

The data source of this article was the Alzheimer’s Disease Neuroimaging Initiative database (https://ida.loni.usc.edu/). ADNI was launched in 2003 by the National Institute on Aging (NIA), the National Institute of Biomedical Imaging and Bioengineering (NIBIB), the Food and Drug Administration (FDA), private pharmaceutical companies, and non-profit organizations, as a $60 million, five-year public-private partnership. The principal investigator of the initiative is Michael W. Weiner, M.D., VA medical Center and
University of California-San Francisco. ADNI is the result of efforts of many co-investigators from a broad range of academic institutions as well as private corporations. The study subjects have been recruited from over 50 sites across the USA and Canada. The initial goal of ADNI was to recruit 800 subjects and ADNI has been followed by ADNI-GO and ADNI-2. To date these three protocols have recruited over 1500 adults, ages 55 to 90, to participate in the research, consisting of cognitively normal (NL) older individuals, individuals with MCI, and individual with AD. The follow up duration of each group is specified in the protocols for ADNI-1, ADNI-2 and ADNI-GO. Subjects originally recruited for ADNI-1 and ADNI-GO had the option to be followed in ADNI-2. Up-to-date information can be found at http://www.adni-info.org/.

In this real data example, we only consider subjects with baseline diagnosis as MCI. The diagnosis results were downloaded from ADNI website on April 28, 2016. We focus

Figure 1. Estimated concordance indices Harrell’s C-statistic, IPCW C-statistic and K-index for Cox PH model under different censoring proportions with 1000 simulation replicates. The solid curves are the mean of 1000 simulation replicated for each of the estimated concordance indices. The dash line is the true value 0.744.
on late onset AD, thus individuals with age at AD onset younger than 60 years (indicative of possible familial AD) were excluded. Clinical data from only non-Hispanic Caucasian subjects were used in this investigation. Conversion was defined as incident Alzheimer’s disease and time to conversion was measured in years.

Table 2 summarizes the baseline characteristics of the ADNI cohort. The baseline age is significantly greater in converters than non-converters, while there is no significant difference in years of education. Converters have a higher percentage of APOE e4 carriers. Neurological disorder other than AD is significantly higher among non-converters. All the neuropsychological test scores are significantly different between converters and non-converters, except for Geriatric Depression Scale.

Table 3 summarizes Pearson correlation among neuropsychological test scores. Several pairs of neuropsychological test are highly correlated. Apolipoprotein E (APOE) e4 variant has been confirmed as a risk factor for AD [25,26]. Age, gender, education and medical history have been reported to be associated with the risk of AD in other studies [17,19,27]. We used Adaptive Lasso to select variables [29]. The candidate variables for Adaptive Lasso [28,29] selection include age, gender, education, APOE allele, medical history and neuropsychological test performance. As commonly used in applying Adaptive Lasso, ridge regression was used to obtain an initial \( \hat{\beta}(\text{ridge}) \) to construct the adaptive weights vector, and then we applied the adaptive weights vector on the \texttt{cv.glmnet()} function using the argument \texttt{penalty.factor}. We used 10-fold cross validation to find the optimal shrinkage factor \( \hat{\lambda} \), which is the largest value of \( \lambda \) within one standard error of the minimum of the partial likelihood deviance. The variables selected by Adaptive Lasso include APOE e4, neurological disorder other than AD, cognitive dementia rating scale sum of boxes (CDR-SB), Alzheimer’s Disease Assessment Scale cognitive subscale (ADAS-cog) 13 items, mini-mental state examination score (MMSE), and

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Censoring proportion</th>
<th>Harrell’s C</th>
<th>Harrell’s C simulation SE</th>
<th>IPCW C</th>
<th>IPCW C simulation SE</th>
<th>K-index</th>
<th>K-index simulation SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 200</td>
<td>80%</td>
<td>0.773</td>
<td>0.039</td>
<td>0.766</td>
<td>0.045</td>
<td>0.746</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>70%</td>
<td>0.766</td>
<td>0.031</td>
<td>0.758</td>
<td>0.035</td>
<td>0.745</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>60%</td>
<td>0.761</td>
<td>0.027</td>
<td>0.752</td>
<td>0.028</td>
<td>0.744</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>50%</td>
<td>0.757</td>
<td>0.024</td>
<td>0.748</td>
<td>0.024</td>
<td>0.744</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>40%</td>
<td>0.754</td>
<td>0.023</td>
<td>0.747</td>
<td>0.022</td>
<td>0.744</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>30%</td>
<td>0.750</td>
<td>0.021</td>
<td>0.745</td>
<td>0.020</td>
<td>0.744</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>20%</td>
<td>0.748</td>
<td>0.020</td>
<td>0.744</td>
<td>0.019</td>
<td>0.744</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>10%</td>
<td>0.744</td>
<td>0.018</td>
<td>0.744</td>
<td>0.018</td>
<td>0.744</td>
<td>0.016</td>
</tr>
</tbody>
</table>

|            | 20%                  | 0.748      | 0.014                    | 0.744  | 0.013               | 0.744   | 0.011               |
|            | 0%                   | 0.744      | 0.013                    | 0.744  | 0.013               | 0.744   | 0.011               |

| n = 400    | 80%                  | 0.771      | 0.028                    | 0.765  | 0.033               | 0.744   | 0.019               |
|            | 70%                  | 0.766      | 0.022                    | 0.757  | 0.026               | 0.745   | 0.016               |
|            | 60%                  | 0.761      | 0.019                    | 0.752  | 0.021               | 0.744   | 0.014               |
|            | 50%                  | 0.757      | 0.017                    | 0.749  | 0.017               | 0.744   | 0.013               |
|            | 40%                  | 0.754      | 0.016                    | 0.747  | 0.015               | 0.744   | 0.013               |
|             | 30%                  | 0.751      | 0.015                    | 0.745  | 0.014               | 0.744   | 0.012               |
|             | 20%                  | 0.748      | 0.014                    | 0.744  | 0.013               | 0.744   | 0.011               |
|             | 0%                   | 0.744      | 0.013                    | 0.744  | 0.013               | 0.744   | 0.011               |

Table 1. Simulation study. Under the Cox PH model in Equation (5), the covariate was \( z = (Z_1, Z_2) \), where \( Z_1 \) and \( Z_2 \) were independently generated from Normal (0, 1) and Bernoulli (0.5), respectively. The corresponding log(HR) was \( \beta = (\beta_1, \beta_2) \), where \( \beta_1 = 1 \) and \( \beta_2 = -1 \). We assumed the baseline hazard function has a constant hazard rate \( \lambda_0(t) = 1 \). Thus, given covariates, the event time \( T \) was generated from exponential distribution \( (\lambda) \) with parameter \( \lambda = \exp(\beta_1 Z_1 + \beta_2 Z_2) \). Censoring time \( D \) was independent of \( T \) and was generated from Uniform \([0, \tau]\), where \( \tau \) were chosen to achieve the desired censoring proportion ranging from 0% to 80%.
We then developed a multivariable Cox proportional hazards regression to model the time to AD conversion among MCI patients. Table 4 summarizes the predictors and corresponding hazard ratios for the final Cox PH model. APOE e4 allele is the strongest predictor (HR = 1.58, \( p \)-value < 0.001). All the other predictors have significant influence on the hazard ratio for AD (neurological disorder other than AD: HR = 0.638, \( p \)-value = 0.001, CDR-SB: HR = 1.503, \( p \)-value < 0.001; ADAS-cog 13 items: HR = 1.121, \( p \)-value < 0.001; MMSE: HR = 0.908, \( p \)-value = 0.01; FAQ: HR = 1.086, \( p \)-value < 0.001). It is important to verify the proportional hazards assumption when using Cox PH models. Table 5 summarizes the test results for PH assumption for the fitted Cox PH model. We confirm that there is no strong evidence to

### Table 2. Summary of characteristics at baseline.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Non-converters</th>
<th>Converters</th>
<th>( p )-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male, No. (%)</td>
<td>274 (60)</td>
<td>170 (61.8)</td>
<td>0.674</td>
</tr>
<tr>
<td>Age, mean (sd), y</td>
<td>72.69 (7.75)</td>
<td>74.56 (6.35)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Education, mean (sd), y</td>
<td>16.02 (2.84)</td>
<td>15.85 (2.79)</td>
<td>0.41</td>
</tr>
<tr>
<td>APOE e4, No. (%)</td>
<td>266 (58.2)</td>
<td>89 (32.4)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>1</td>
<td>153 (33.5)</td>
<td>139 (50.5)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>38 (8.3)</td>
<td>47 (17.1)</td>
<td></td>
</tr>
<tr>
<td>Medical history, No. (%)</td>
<td>181 (39.6)</td>
<td>103 (37.5)</td>
<td>0.617</td>
</tr>
<tr>
<td>Psychiatric</td>
<td>170 (37.2)</td>
<td>78 (28.4)</td>
<td>0.018</td>
</tr>
<tr>
<td>Neurological disorder (other than AD)</td>
<td>17 (3.7)</td>
<td>12 (4.4)</td>
<td>0.813</td>
</tr>
<tr>
<td>Alcohol abuse</td>
<td>4 (0.9)</td>
<td>1 (0.4)</td>
<td>0.655</td>
</tr>
<tr>
<td>Drug abuse</td>
<td>182 (39.8)</td>
<td>108 (39.3)</td>
<td>0.944</td>
</tr>
<tr>
<td>Smoking</td>
<td>108 (23.6)</td>
<td>64 (23.3)</td>
<td>0.983</td>
</tr>
<tr>
<td>Neuropsychological test, mean (sd)</td>
<td>1.63 (1.41)</td>
<td>1.69 (1.43)</td>
<td>0.627</td>
</tr>
<tr>
<td>GDS</td>
<td>1.27 (0.73)</td>
<td>1.88 (0.92)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>ADAS-cog 11 items</td>
<td>8.82 (3.86)</td>
<td>12.8 (4.41)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>ADAS-cog 13 items</td>
<td>14.17 (5.86)</td>
<td>20.73 (6.08)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>MMSE</td>
<td>28.01 (1.7)</td>
<td>27.04 (1.76)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>RAVLT immediate</td>
<td>37.34 (10.88)</td>
<td>29.08 (7.98)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>RAVLT learning</td>
<td>4.67 (2.51)</td>
<td>3.16 (2.46)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>RAVLT forgetting</td>
<td>4.48 (2.54)</td>
<td>4.93 (2.26)</td>
<td>0.013</td>
</tr>
<tr>
<td>RAVLT %forgetting</td>
<td>52.96 (31.21)</td>
<td>73.92 (29.6)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>FAQ</td>
<td>1.95 (3.08)</td>
<td>5.27 (4.68)</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

Note: Abbreviations: sd, standard deviation; GDS, Geriatric Depression Scale; CDR-SB, cognitive dementia rating scale sum of boxes; ADAS, Alzheimer’s Disease Assessment Scale; MMSE, mini-mental state examination score; RAVLT, Rey Auditory Verbal Learning Test; FAQ, Functional Activities Questionnaire.

*GDS was measured during screen visit.*

### Table 3. Pearson correlation between neuropsychological test scores.

<table>
<thead>
<tr>
<th>Test</th>
<th>GDS</th>
<th>CDR-SB</th>
<th>ADAS-cog 11 items</th>
<th>ADAS-cog 13 items</th>
<th>MMSE</th>
<th>RAVLT immediate</th>
<th>RAVLT learning</th>
<th>RAVLT forgetting</th>
<th>RAVLT % forgetting</th>
<th>FAQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDS</td>
<td>1</td>
<td>0.09</td>
<td>0</td>
<td>0</td>
<td>0.03</td>
<td>0</td>
<td>-0.02</td>
<td>-0.02</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>CDR-SB</td>
<td>1</td>
<td>0.26</td>
<td>0.29</td>
<td>-0.19</td>
<td>-0.22</td>
<td>-0.16</td>
<td>0.06</td>
<td>0.21</td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td>ADAS-cog 11 items</td>
<td>0.95</td>
<td>1</td>
<td>-0.4</td>
<td>-0.61</td>
<td>-0.46</td>
<td>0.13</td>
<td>0.45</td>
<td>0.3</td>
<td></td>
<td>0.03</td>
</tr>
<tr>
<td>ADAS-cog 13 items</td>
<td>0.45</td>
<td>0.39</td>
<td>0.32</td>
<td>-0.03</td>
<td>-0.28</td>
<td>-0.16</td>
<td></td>
<td></td>
<td></td>
<td>0.33</td>
</tr>
<tr>
<td>MMSE</td>
<td>-0.62</td>
<td>0.03</td>
<td>-0.03</td>
<td>-0.53</td>
<td>0.18</td>
<td>0.53</td>
<td>0.33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RAVLT immediate</td>
<td>-0.62</td>
<td>0.39</td>
<td>0.32</td>
<td>-0.03</td>
<td>-0.28</td>
<td>-0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RAVLT learning</td>
<td>-0.62</td>
<td>0.03</td>
<td>-0.03</td>
<td>-0.53</td>
<td>0.18</td>
<td>0.53</td>
<td>0.33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RAVLT forgetting</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>-0.28</td>
<td>-0.16</td>
<td>-0.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RAVLT % forgetting</td>
<td>0.77</td>
<td>0.77</td>
<td>0.77</td>
<td>-0.28</td>
<td>-0.16</td>
<td>-0.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FAQ</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td>0.26</td>
<td></td>
<td></td>
<td>0.26</td>
</tr>
</tbody>
</table>

Functional Activities Questionnaire (FAQ). We then developed a multivariable Cox proportional hazards regression to model the time to AD conversion among MCI patients.
reject the null hypothesis of a correlation coefficient $\rho = 0$ for any parameter in the model with time. Furthermore, the $p$-value for the global chi-square test for PH assumption is 0.496. With the relatively small number of baseline predictors in the Cox PH model, the prognostic accuracy of the model is very good with a K-index 0.77 (95% CI 0.75–0.79). Using training and evaluation sets by random splitting the data-set yields similar results, e.g. using 90% data to develop the Cox PH model and the remaining 10% as evaluation set, based on 1000 replications, the estimated K-index has mean 0.77 with standard error 0.01. On the other hand, the Harrell’s C-statistic is 0.84 (95% CI 0.80–0.87). The inflated C-statistic value under heavy censoring is in agreement with our simulation results presented in Figure 1, and also similar to the real data example presented in Gönen and Heller [23].

### 5. Discussion

Several risk prediction tools have been developed to predict the conversion from MCI to AD recently. Many of them utilized MRI image, PET image, CSF biomarkers, or a combination of them in the prediction model [7–16]. Most of these studies employed logistic regression or other classification methods and used AUC to evaluate predictive accuracy at a certain year after MCI. Yet, MCI to AD conversion is a time to event data, and an overall evaluation of the predictive accuracy is of interest and may be more informative. Some of the biomarkers and radiographic imaging evidence can be quite expensive and often invasive. A few studies have developed non-invasive risk scores for AD progression using Cox PH regression, and the accuracy was evaluated using Harrell’s C statistic [17–19]. It is well known Harrell’s C statistic depends on the unknown censoring distribution, which diminishes its interpretability and practical utility. On the other hand, Cox PH models are widely applicable, and Gönen and Heller’s K-index can be used when Cox PH assumption is satisfied.
As a semi-parametric method, Cox PH model can be fitted without estimating the baseline hazard function. The coefficients fitted by Cox PH model (i.e. $\hat{\beta}$) reflect relative risks. Based on such estimated coefficients from the fitted Cox PH model, we can estimate concordance probabilities as overall measures of discriminative power. On the other hand, to obtain the absolute risk using Cox PH models, we would need to estimate the baseline hazard function. In general, the baseline hazard functions cannot be consistently estimated in outcome dependent sampling studies or non-prospective studies. ADNI is an outcome-dependent sampling study, and thus the baseline hazard function may not be reliably estimated. If survival data based on well-designed prospective studies is available, the baseline hazard function $\lambda_0(t)$ and baseline cumulative hazard function $\Lambda_0(t)$ can be estimated using basehaz() function in R package survival. When a new MCI patient comes in with relevant covariates in the Cox PH model, we can use the fitted Cox PH model to estimate the hazard function $\lambda(t|z, \hat{\beta}, \hat{\lambda}_0(t)) = \hat{\lambda}_0(t)\exp(\hat{\beta}^T z)$. The cumulative hazard function $\Lambda(t|z, \hat{\beta}, \hat{\lambda}_0(t)) = \hat{\Lambda}_0(t)\exp(\hat{\beta}^T z)$ can then be estimated by integrating $\lambda(t|z, \hat{\beta}, \hat{\lambda}_0(t)) = \hat{\lambda}_0(t)\exp(\hat{\beta}^T z)$. Then one can estimate the probability from MCI to conversion to AD at time $t$ by

$$S(t|z, \hat{\beta}, \hat{\lambda}_0(t)) = \exp[-\Lambda(t|z, \hat{\beta}, \hat{\lambda}_0(t))] = \exp[-\hat{\Lambda}_0(t)\exp(\hat{\beta}^T z)].$$

Although $\beta$ is a vector of finite dimension and easy to estimate, the baseline hazard function $\lambda_0(t)$ generally has infinite dimension. Thus, a relative large sample size is required to obtain a reliable estimate of $\lambda_0(t)$. In addition, careful model calibration is usually required.

K-index for Cox PH models is analogous to the area under the ROC curve (AUC) for logistic regression to classify a binary outcome such as disease and no disease. The AUC for logistic regression can be obtained using either retrospective case-control data or prospective data. On the other hand, the positive predictive value and negative predictive value depend on disease prevalence in the underlying study population which cannot be consistently estimated based only on retrospective case-control data. While absolute risk is useful, it is quite expensive to estimate, and in many applications, we do not necessarily need to know the absolute risk for patients. The relative risks estimated from Cox PH model have been widely used in clinical study design and decision making. For example, the relative risk score (i.e. $\hat{\beta}^T z$) obtained from Cox PH model can be useful to select a subgroup of MCI patients with high risk of conversion to AD into clinical trials.

Unlike the Harrell’s C-statistic, K-index is robust to the unknown censoring distribution. K-index also has simple closed-form formula thus easy to compute. Moreover, it is straightforward to compare two risk score systems by comparing the corresponding K-indices. In particular, one can calculated the difference of the two K-indices with bootstrapped confidence intervals [30]. These confidence intervals are easy to obtain and straightforward for interpretation. In contrast, the difference of two C-statistics can be shown to depend on the unknown censoring distribution in general [21,31], and thus it does not have much practical utility. As discussed by Gönen and Heller [23], K-index can be viewed as an extension of the AUC for
binary outcome to censored time-to-event outcome under Cox PH models. When proportional odds (PO) models and other transformational models are more suited than Cox PH models for the data-set, extended K-index in Zhang and Shao [30] might be used in similar fashion to evaluate predictive accuracy of related models for disease progression.

Although we have shown some advantages of K-index compared to Harrell’s C-statistic and IPCW C-statistic, the K-index also has some limitations. First, it is suitable only under Cox PH models. If the PH assumption is not satisfied, K-index may give misleading estimates. Second, the K-index itself does not reflect absolute risk. Another limitation of our study is that it is possible that other cohort does not have the neuropsychological tests we selected using the ADNI data. Another model may have to be established using other available test scores in similar manner and K-index can be used to measure the overall discriminative power. Nevertheless, our results indicate that the more easily available cognitive tests instead of more expensive (and possibly invasive) biomarkers can have great potential to facilitate the selection of the ‘right’ MCI population for future clinical trials.

To sum up, we suggest using K-index to evaluate overall predictive accuracy when PH assumption is satisfied. As a comprehensive example, we developed a risk score to predict the progression from MCI to AD using a Cox PH model, and applied K-index to evaluate the fitted Cox PH model after confirmed the PH assumption was satisfied. One major strength of this risk score is the simplicity. It only includes six simple items, i.e. APOE ε4 allele, medical history-neurological disorder other than AD, cognitive dementia rating scale sum of boxes (CDR-SB), Alzheimer’s Disease Assessment Scale cognitive subscale (ADAS-Cog) 13 items, mini-mental state examination score (MMSE), and Functional Activities Questionnaire (FAQ). In addition, this risk score is cost-effective. APOE ε4 allele, medical history and neuropsychological test performance are relative easy to gather, compared to the more expensive MRI scan, PET scan, as well as CSF biomarkers which requires invasive lumbar puncture. Interestingly, the accuracy of this risk score was very good with a K-index 0.77. Our results highlight the important role of neuropsychological tests in terms of prediction of Alzheimer’s disease risk for MCI patients.
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