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Combining of Multiple Deep Networks via Ensemble
Generalization Loss, Based on MRI Images, for
Alzheimer’s Disease Classification

Jae Young Choi

Abstract—This letter proposes a novel way of using an ensem-
ble of multiple deep convolutional neural networks (DCNNs) for
Alzheimer’s disease classification, based on magnetic resonance
imaging (MRI) images. To create this ensemble of DCNNs, we
propose to combine the use of multiple MRI projections (as input)
with that of different DCNN architectures to increase the deep
ensemble diversity. In particular, to find the optimal fusion weights
of the DCNN members, we designed a novel deep ensemble gen-
eralization loss, which accounts for interaction and cooperation
during the optimal weight search. The optimization framework,
equipped with our ensemble generalization loss, was formulated
and solved using the sequential quadratic programming. Through
this method, we achieved optimal DCNN fusion weights (i.e., a high
generalization performance). The experimental results showed that
our proposed DCNN ensemble outperforms current deep learning-
based methods: it is able to produce state-of-the-art results on the
Alzheimer’s disease neuroimaging initiative (ADNI) dataset.

Index Terms—Alzheimer’s disease classification, ensemble deep
learning, generalization loss.

I. INTRODUCTION

LZHEIMER’S disease (AD), characterized by a progres-
A sive impairment of the cognitive and memory functions, is
one of the greatest health threats among elderly aged 65 years or
older [1]-[4]. Ithas been shown in [29]—-[31] that computer-aided
diagnosis (CAD) systems based on magnetic resonance imaging
(MRI) can be very effective for the early diagnosis and monitor-
ing of AD. For this reason, the development and improvement
of CAD algorithms is of great interest. In a general CAD system
for AD diagnosis, a classifier is trained to distinguish between
different groups of subjects (e.g., AD, mild cognitive impairment
(MCI), and normal control (NC) categories) [2]-[4]. Recent
trends in the diagnosis of AD based on MRI images include
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the use of deep learning based methods; among these, the most
promising are the deep convolutional neural networks (DCNNs)
[2]1-[8], [15]-[19]. However, most of the recent works on the use
of DCNNSs for AD classification have been limited to the use of
an individual (single) DCNN model. The main limitation for AD
classification is the small amount of available training data: the
acquisition of data through a sufficient number of image samples
is difficult and quality annotation is costly [1]-[4]. A small
amount of data renders especially difficult for the achievement
of a good generalized (test) AD classification performance for
a single DCNN. In fact, a DCNN based on a small dataset
does not provide a high expressive power [5], [33], limiting the
identification of highly complex AD patterns and their arbitrary
appearances.

To overcome this limitation, recent work on deep learning
have suggested the use of an ensemble of DCNNs (here called
“DCNN ensemble”), which performs classifications by integrat-
ing multiple DCNNs [21], [33]. However, very few research
works have proposed the use of a DCNN ensemble for AD clas-
sification. The authors in [6] constructed three different DCNNs,
one for each brain projection (i.e., cross-sectional planes) and
combined the outputs of the DCNNs by majority voting. In [7],
an ensemble of deep belief networks was composed and the
final prediction for the classification of AD was determined by
a voting scheme. In [8], three shallow DCNNs (trained with
sagittal, axial, and coronal projections) were fused via ensemble
averaging for three binary classification tasks (i.e., AD vs. NC,
NC vs. MCI, and MCI vs. AD). The aforementioned work shows
that AD classification can be improved by applying the voting or
averaging methods to the outputs of multiple DCNNs. However,
a major drawback of this previous work is that the same weight
is assigned to each of the DCNNs in the ensemble for the
aggregation of the results via the average or majority voting
fusion. This naive unweighted fusion is not data-adaptive and,
thus, vulnerable to “bad”” DCNN ensemble members (i.e., the
weaker DCNNS in the ensemble). In fact, this approach does not
consider the interaction among the DCNN members (in order to
improve the generalized classification performance) during their
fusion.

The main focus of our work is to present a novel algorithm
for the weighting of each DCNN member of the ensemble,
and that is optimized for AD classification. In this study, the
determination of the weights was formulated as an optimization
problem. The goal was to determine an optimal set of weights
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Fig. 1. Proposed DCNN ensemble creation via combined use of different MRI
projections (as inputs to DCNNs) and different DCNN architectures.

that would attain the best generalized performance for the whole
ensemble. A novel deep ensemble generalization loss (EGL)
was devised to facilitate the interaction and the cooperation
among the DCNNs during the weight optimization, in order to
improve the generalized classification. The EGL can be very
useful for the combination of the complementary strengths of
individual DCNN members in data-adaptive way. To our knowl-
edge, methods for the determination of optimal weights for the
DCNN ensemble have not been studied in detail previously, nor
exploited for AD classification. Our approach also differs from
previous approaches [27], [28] that determines the weight of
each DCNN independently and separately, based on the accuracy
of each DCNN’s decision.

II. CREATION OF A DEEP ENSEMBLE BASED ON MULTIPLE
MRI PROJECTIONS AND NETWORK ARCHITECTURES

Individual DCNN architectures have different capabilities in
terms of image data recognition, which can help increase the
diversity [22] of the proposed DCNN ensemble. In light of this
fact, we used three popular DCNN architectures: VGG-16 [24],
GoogLeNet [25], and AlexNet [14]. Moreover, we used three
different kinds of DCNN architectures and projections (i.e., the
sagittal, coronal, and axial projections for each MRI data) as
input representations, obtaining an ensemble of nine DCNN
members. Each trained DCNN member was trained using one
of the three projections, as shown in Fig. 1. The goal of the
proposed ensemble construction was to increase the diversity
[9] of the DCNN members via a combined use of different MRI
projections and deep network architectures, which could provide
complementary information and enhance the classification.

Without loss of generality, a set of M individual DCNNs
were available in the ensemble. The last stage of each DCNN
included a softmax layer, followed by a negative log-likelihood
loss defined as:

N

1
— Z log Py (¢;|x), p € {axial, coronal, sagittal} (1)
i=1

where N is the total number of training data, x? is the p-th

7

projection of the i-th training MRI data x;, ¢; is the class label

of x¥, Py (¢;|x%) is the posterior probability on the class label ¢;
for a given x?. Note that a particular projection p was used as
input for the k-th DCNN of the ensemble.

III. DETERMINING OPTIMAL FUSION WEIGHTS VIA DEEP
ENSEMBLE GENERALIZATION LOSS

The output of our DCNN ensemble classifier for given input
MRI data was defined as:

M
Pleilx;) =Y wy, Pr(cilx?) 2)
k=1

where wjy, is the weight assigned to each individual DCNN,
wy > 0, and Z,JCW:I wy, = 1. Note that from each 3D MRI data
(scan), we usually obtain a large number of slice images from
which to choose. We used an entropy-based sorting algorithm
[13] to choose the most informative 32 slices from each projec-
tion of each 3D MRI data. As also noticed in our previous work
[34], the MRI images with high entropy values showed more
informative slices, which are usually located in the center of
each projection. Py (c;|x?), shown in Eq. (2), was computed by
averaging 32 posterior probabilities calculated from the chosen
32 slices (associated with each projection p). In order to predict
class labels, we considered the weighted average of the 2- or
3-dimensional vectors (in the 3-D case, each corresponded to
one of the AD, MCI, and NC classes) produced by our nine
DCNN member models (see Eq. (2)). The selected class was
that with the highest probability in the resulting 2-D or 3-D
(weighted average) prediction vector.

In Eq. (2), wy, reflects the relative importance of each DCNN
member. To find optimal the wy(k =1,..., M), we used a
novel optimization framework: we explored different weight
combinations via the proposed deep ensemble generalization
loss (EGL) technique. Note that the use of the optimal weights
should have minimized the generalization error of the ensemble.
Kuncheva et al. [22] clearly showed that the generalization error
of the ensemble network is determined by the right balance be-
tween its accuracy and diversity. In our optimization framework,
different weight combinations are evaluated via a deep ensemble
generalization loss (EGL), which is defined as:

M
f(w) = _1ngwkpk(ci|xf)
k=1
M :
B ar <Py — P2
’Y;wk MZ;#” (Pr(ci|x?) — Po(cilxh))

3)

where Py (c;|x?) is the k-th DCNN output on the class label ¢;
(given the projection x}) and M is the number of DCNNS in the
ensemble. In Eq. (3), the first term serves to compute the classi-
fication error of the DCNN ensemble. The second term (based
on the root quartic negative correlation (RTQRT-NCL) [23]) is
a measure of the difference among individual DCNN’s outputs
(on data sample): it quantifies the variability (i.e., disagreement)
among the DCNN members, or the ensemble diversity. The
parameter serves to control the trade-off between the two terms
in Eq. (3). For v = 0, the ensemble weight wj, is optimized
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for each DCNN member, by considering only their ensemble
accuracy. However, as the value of +y increases, higher weights
would be imposed on the DCNN members if they are very
diverse. A good compromise was found by setting v = 0.25.
The f(w) expresses the goodness of wy; smaller f(w) values
indicate better wy. Moreover, it was parameterized based on
a set of ensemble weights: w = {wy : k =1,..., M }. Hence,
the objective of the proposed ensemble weight optimization is to
minimize f(w). We solved the following optimization problem:

1
Wopt = argn};‘i,n f(w|V) = arg H&i}n m Z f(w)

xPeV

M
s.t. Zwk =land w; >0, Vk (@]
k=1

where | V| denotes a validation set (i.e., the whole dataset), which
should be kept unseen by all the DCNN members during their
construction (Fig. 1), and | - | is the cardinality of the set.

To find w,¢, we employed a constrained nonlinear optimiza-
tion algorithm [10], in which different weight combinations were
evaluated via our f(w) based on the validation set. The widely
used sequential quadratic programming (SQP) [12] was adopted
to find wop¢. The primary process of the SQP was to compute
the Hessian of the Lagrangian function, by using a quasi-Newton
updating method, and then to generate a quadratic programming
(QP) sub-problem. The solution of this sub-problem was used to
define the search direction for wp,. Using f(w) from Eq. (3),
we formulated the Lagrangian function for the SQP:

M M
L(w,x) = f(w)+ 2 <Z Wy, — 1) + Z U W, (5)
m=1 m=1

where A and ug(k = 1,..., M) are the Lagrangian multipliers
for the equality and inequality constraints (as defined in Eq. (4)),
respectively. At each k-th iteration of the SQP method, the
following QP sub-problem was solved [12]

1
min, id;fdek + Vf(wi)td,

Vg(wi)"dy + g(wg) =0
Ve(wi)Td, + c(wy) <0 (6)

where g(wy) = Z%Zl Wy — 1, ¢(wg) = Z%Zl Uy Wy, , and
V is the gradient operator with respect to wy, and Hj, is a
positive definite approximation of the Hessian matrix of the
Lagrangian function (shown in Eq. (5)). In our method, Hj, can
be updated using the most popular quasi-Newton method: the
Broyden-Fletcher—Goldfarb—Shanno (BFGS) algorithm [10].
The solution to the QP sub-problem (Eq. (6)) produces the vector
d, (i.e., the search direction), which was employed to formulate
a new iterate:

Wit1 = Wi + Qg d;. (7)

The step length parameter oy, was determined in order to
produce a sufficient decrease in the merit function [12]. Note
that, in the SQP, global convergence can be achieved by using
an appropriate merit function. Here, we used the merit function
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TABLE I
DEMOGRAPHIC AND CLINICAL INFORMATION OF THE SUBJECTS
FroM THE ADNI DB
Subject Gender Age MMSE

(M/F) (mean = STD) (mean = STD)

AD 175 100/75 75.78 £7.78 23.2812.10
MCI 305 172/133 75.65+7.89 27.1411.72
NC 335 195/140 75.33+6.65 2931+1.13

STD: standard deviation.
MMSE: mini mental state examination [19].

proposed by [11]. Based on [11], [12], wy4+; was assumed
to be converging to wepy when |wypq — wyl| <e for all
k (e.g., € = 0.01) or when the maximum number of iterations
was reached. At the time of testing, the final w,p is used to
compute the ensemble test response and finally classify the MRI
brain data.

IV. RESULTS

In this work, we analyzed a baseline 3D structural MRI dataset
obtained from the Alzheimer’s Disease Neuroimaging Initiative
(ADNI) (http://adni.loni.usc.edu). We selected the T1-weighted
MRI data (typically 240 x 256 x 176 voxels, for a voxel size of
1.5 mm? and a slice thickness of 1 mm) from the ADNI 1 phase.
This phase included 815 subjects: 175 of them were selected
from the AD group, 305 from the MCI group, and the remaining
335 from the NC group (see Table I for the demographic and
clinical information). Statistical parametric mapping (SPM) [31]
was used to normalize the image data, following a template
of the International Consortium for Brain Mapping. The whole
dataset was randomly split as follows: 40% for the training of the
DCNN ensemble, 20% for its validation, and 40% for the test.
This random partition was repeated ten times to avoid any bias
possibly introduced by the random partition of the dataset. In this
study, we reported the mean (average) and the 95% confidence
interval of the classification accuracy.

From each 3D MRI data, we selected the most informative 32
slices and used them in the training and testing stages. Since
the size of the generated slice image was different for each
projection, all the slice images were converted to a resolution
of 128 x 128 before using them as input for the DCNNs in
the ensemble. A data augmentation strategy was used to reduce
overfitting during the training of each DCNN member in the
ensemble. With this objective, we applied a shift translation
[14]-[21] to each training MRI data. The max shift translation
was set to 2, generating 13,400 augmented training MRI data
(subjects) for each class, and resulting in 428,880 slice images
per each projection. The “MRI dataset” used for testing stage was
not augmented. To construct the DCNN members, we followed
the training procedure described in a previous paper. For the
VGG-16 [24], we used a SGD (stochastic gradient descent)
with a momentum of 0.9. The training was then regularized
applying an Lo penalty (weight = 10~%) and two dropout layers
for the first two fully-connected layers (rate = 0.5). In the case
of GoogleNet [25], we set the learning rate to 0.05, the weight
decay to 1073, and the momentum to 0.9. For AlexNet [14], we
applied a SGD with a weight decay 0.0005 and a momentum
of 0.9; moreover, the learning rate was initialized at 0.01 and
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TABLE II
EFFECTIVENESS OF THE PROPOSED DCNN ENSEMBLE FUSION METHOD IN
TERMS OF CLASSIFICATION ACCURACY (%) (95% CONFIDENCE INTERVAL) FOR
3-WAY CLASSIFICATION TASKS (I.E., CLASSIFICATION OF THE
MRI DATA AS AD, MCI, orR HC)

AD/MCI/NC
82.50 [82.41 82.60]
87.12 [87.82 87.91]
88.98 [88.05 89.26]
91.29 [90.78 91.40]
90.61 [90.01 90.91]
93.84 [93.22 94.05]

DCNN ensemble fusion approach

Baseline (accuracy of best single DCNN member)
Majority voting fusion [26]

Unweighted average fusion [9]

Weighted fusion using random search [27]

Weighted fusion based on validation accuracy [28]
Weighted fusion with our ensemble generalization loss

Bold values denote the best results.
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Fig. 2. Optimal fusion weights of the DCNN ensemble members determined
via our method. The weights are sorted from left to right: from the most important
to the least important.

reduced three times prior to termination. All the aforementioned
DCNN architectures were trained with a mini-batch size of
128 for 200 epochs. Table II compares our DCNN ensemble
fusion solution with other popular network ensemble fusion
approaches. Our approach seems to outperform all the other
ensemble fusion strategies, validating its usefulness. In addition,
the classification accuracy obtained for each of the nine DCNN
members was in the range of [76.84%, 83.07%], with a mean
=+ standard deviation (STD) of 79.92 + 1.75 computed over 10
random partitions. Compared to the best single DCNN member
(denoted as “Baseline” in Table II), the proposed ensemble sig-
nificantly increased the classification accuracy (by a maximum
of 11.34%). The ensemble weights w,; determined using our
method are visualized in Fig. 2. Interestingly, three of the top
four ensemble members were based on axial projections (which
were used as input); this indicates that the DCNNs with axial
projections result in a better generalization power, promoting a
correct AD classification.

Our proposed DCNN ensemble was compared with those of
recent studies, which were focused on MRI-based AD diagnosis
based on an ADNI cohort. Since there is a difference in dataset
size and construction between our and previous studies due to the
different subject selection and different data partition (subject
number), we avoided a direct comparison of the methods’ perfor-
mances. Nevertheless, as described in [15]-[19], [30]-[32], we
compared the methods’ results to demonstrate the effectiveness
of our method, since all performances were measured based
on the same ADNI cohort. Table III shows the classification
performances for three binary classification tasks. For the AD
vs. NC task, our method achieved the second best classification
accuracy, close to that reported in [19] (93.30%). Moreover,
our method provided the best results for the AD vs. MCI and

TABLE III
CLASSIFICATION ACCURACIES (%) OF STATE-OF-THE-ART METHODS FOR
THREE BINARY CLASSIFICATION TASKS AND PROPORTION OF
CORRECT CLASSIFICATIONS

Classification Task AD AD NC

Method NC MG MG
CNN with 2D+ ¢ fusion [15] 91.41 69.53  66.25
Deep Ensemble Sparse Regression Network [16] 87.85 N/A 69.19
Multiple Kernel Learning (MKL) [17] 76.63 90.20 79.42
Combining CNN and RNN [18] N/A 91.19 78.86
Cross-Modal Transfer Learning [8] 92.50 85.00 80.00
3D Inception-based CNN [19] 93.30  86.70  73.30
Complex Brain Networks [29] 91.00 87.70 85.50
Proposed DCNN Ensemble 93.15 94.71 93.39

TABLE IV
CLASSIFICATION ACCURACIES (%) OF STATE-OF-THE-ART METHODS FOR
3-WAY CLASSIFICATIONS (AD vs. MCI vs. NC) ON THE ADNI COHORT

Method Accuracy (%)
Deep Sparse Multi-Task Learning [30] 57.70
3D CNN [31] 89.47
Joint Regression [32] 72.90
Hidden Cues [3] 48.79
3D-ACNN [2] 89.10
Multiple Kernel Learning (MKL) [17] 90.20
Proposed DCNN Ensemble 93.84

NC vs. MCT tasks (they were improved by 4.52% and 8.89%,
respectively, compared to the best previously published results),
which represent more challenging classification tasks from a
clinical point of view [31], [32]. Moreover, we compared the
accuracy of our DCNN ensemble method with those of other
state-of-the-art methods on the ADNI cohort for the 3-way clas-
sification task. Our method exhibited a superior classification
performance (Table IV), confirming its usefulness. The training
of our proposed ensemble was computationally time-consuming
compared to those of the single DCNN-based approaches. How-
ever, the average testing time of our DCNN ensemble was low
(~4.64 s for the MRI data) when using an Intel Xeon E5-2620 v4
CPU with 512 GB of RAM. This runtime performance validates
the efficiency of the proposed DCNN ensemble algorithm when
it is applied to Alzheimer’s disease CAD systems [35].

V. CONCLUSION

We proposed a new DCNN ensemble method for the classifi-
cation of Alzheimer’s disease (AD) using structural MRI data.
A novel optimization framework was introduced to determine
the optimal ensemble weights from a generalization perspective.
In addition, we proposed the combined use of different MRI
projections and DCNN architectures for the construction of the
DCNN ensemble. The proposed method achieved competitive
performances compared to other state-of-the-art deep networks
based on AD classification approaches. The proposed algorithm
could be incorporated into a clinical decision support system, re-
ducing diagnostic errors and highlighting early predictors of AD.
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