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Abstract
Alzheimer’s disease (AD) is an irreversible neurodegenerative disease characterized by thinking, behavioral and memory

impairments. Early prediction of conversion from mild cognitive impairment (MCI) to AD is still a challenging task. No

study has been able to predict the exact conversion time of MCI patients. In addition, most studies have achieved poor

performance making this prediction using only a small number of features (e.g., using only MRI images). Therefore,

previous approaches have not gained the trust of medical experts. This study proposes a novel two-stage deep learning AD

progression detection framework based on information fusion of several patient longitudinal multivariate modalities,

including neuroimaging data, cognitive scores, cerebrospinal fluid biomarkers, neuropsychological battery markers, and

demographics. The first stage of the progression detection framework employs a multiclass classification task that predicts

a patient’s diagnosis (i.e., cognitively normal, MCI, or AD). In the second stage, a regression task that predicts the exact

conversion time of MCI patients is used. The study is based on data of 1,371 subjects collected by the Alzheimer’s Disease

Neuroimaging Initiative (ADNI). Comprehensive experiments were carried out to evaluate the framework stages and find

the optimal model for each stage. Proposed model was compared with various machine learning models, including decision

tree (DT), random forest (RF), support vector machine (SVM), logistic regression (LR), and K-nearest neighbor (KNN). In

the classification stage, the proposed long-short term memory (LSTM) model achieved an accuracy of 93.87%, precision of

94.070%, recall of 94.07%, and F1-score of 94.07%. The results showed that the LSTM model outperformed other machine

learning models (i.e., decision tree by 2.48%, random forest by 1.27%, support vector machine by 1.86%, logistic

regression by 1.59%, and K-nearest neighbor by 14.77%). In the regression stage, the proposed LSTM model achieved the

best results (i.e., mean absolute error of 0.1375). Compared to other regular regressors, this LSTM model achieved less

errors (i.e., 0.0064, 0.0152, 0.0338, 0.0118, 0.0198, and 0.0066, compared to DT, RF, SVM, LR, and KNN, respectively).

By learning deep representation from patient high-dimensional longitudinal time-series data, the proposed LSTM model

was more stable and medically acceptable. The framework may have a clinical impact as a predictive tool for AD

progression detection due to its accurate results to predict the exact conversion time of MCI cases using patient time-series

multimodalities data.
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1 Introduction

Alzheimer’s disease (AD) is an irreversible and incurable

neurodegenerative disease. It is the most common form of

dementia in the elderly [1]: 60%–80% of dementia patients

have AD [2]. AD has a debilitating effect on patients; it

takes a devastating financial toll on society and causes

immense challenges for the patients’ caregivers. In 2018,

the estimated worldwide cost of dementia was US [3]

trillion; this is expected to double within 12 years. In 2019,

50 million people had dementia; this number is expected to

reach 152 million by 2050 [4]. AD pathology occurs sev-

eral years before the onset of clinical symptoms, making it

difficult to detect the disease in the early stages [5]. MCI is

an intermediate stage between being cognitively normal

(CN) and having AD. The progression from MCI to AD

occurs at an annual rate of 10–25% [6]. MCI has two types:

stable MCI (sMCI) and progressive MCI (pMCI). After

some time, pMCI patients will convert to AD, but sMCI

patients do not convert. Since AD cannot be cured or
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prevented, early prediction of possible pMCI progression

before the occurrence of irreversible brain damage is of

tremendous importance to allow preventive care and per-

sonalized medicine that led to an improved quality of life.

Most existing studies in the AD domain have either

detected AD patients [7] or have predicted their progres-

sion after a fixed period of time [8]. These problems are

formulated as either binary (e.g., CN vs. AD [9], MCI vs.

AD [10] and sMCI vs. pMCI [8, 11]) or multiclass (CN vs.

MCI vs. AD [12] and CN vs. sMCI vs. pMCI vs. AD

[13, 14]) classification tasks. Few studies have formulated

the problem as a regression task [15, 16], and these models

fit logistic or polynomial functions to the longitudinal

dynamics of each biomarker separately. Moreover, these

studies used only magnetic resonance imaging (MRI) data

to predict AD progression or to detect the current patient

class [13, 17–21]. Rallabandi et al. [13] used a support

vector machine (SVM) and MRI measurements of the

regional cortical thickness of both left and right hemi-

spheres to detect sMCI, achieving an overall accuracy of

75%. Their study used baseline MRI data only and pro-

vided physicians with a suggested class only. Jin et al. [14]

collected 16 features from MRI images and used these

together with a mini-mental state examination (MMSE)

score to predict the pMCI class. They achieved a prediction

accuracy of 56.25% using a boosting tree ensemble clas-

sifier. The goal of these models was to predict the specific

class of the patient, such as CN, MCI, or AD. However, the

results obtained in this way are not precise enough. They

are insufficient to support medical decision-making

because they are based on single modalities and non-time

series data and the fact that they predict the patient class

only. Moreover, the patient’s exact conversion time

remains unknown; finding this information deserves more

attention.

AD data are multimodal and time series in nature

[2, 22–25]. Each patient has a collection of supplemental

data of various types, including MRI, positron emission

tomography (PET), neuropsychological battery, and cog-

nitive scores (CSs). These heterogeneous modalities carry

supplementary knowledge that describes the disease status

from different viewpoints [26]. In addition, a patient’s data

at a certain point in time are not independent of the data at

a previous point in time [27]. To predict more precisely,

fusing multimodalities and dealing with time-series data

are critical design tasks because the resulting feature space

is able to provide a holistic picture of a patient’s condition

[4, 28]. The resulting systems are more accurate and

stable and consequently more acceptable from a medical

viewpoint [29–31]. A few studies have implemented tra-

ditional time series algorithms for the AD progression

detection problem [32, 33], but these studies did not

investigate the correlation among the patient’s multimodal

data and how such data evolved [34]. Li et al. [35] asserted

the importance of multimodality and longitudinal analysis

in AD data. Qiu et al. [36] combined a feed-forward neural

network (FFNN) and a VGG-11 NN to study the role of

multimodal decision fusion of MRI, MMSE, and logic

memory tests to enhance MCI diagnosis. They achieved an

accuracy of 90.9%. However, this study was based only on

the data of baseline visits and the prediction task formu-

lated as a binary (CN vs. MCI) classification problem.

Forouzannezhad et al. [37] used a Gaussian-based model to

predict MCI based on demographics, PET, and MRI data

and achieved an accuracy of 78.8%.

Over the last decade, conventional (i.e., not deep

learning) machine learning (ML) algorithms, such as SVM

and random forest (RF), have been applied to MCI con-

version prediction [2, 29, 38–40]. Most studies have used

single-modality models for addressing binary classification

problems such as sMCI vs. pMCI [36, 40]. Zhang et al. [2]

provided a survey of pMCI conversion studies. The exist-

ing ML studies have depended on a limited number of

biomarkers, which may be insufficient to provide a com-

plete interpretation of the disease.

For example, Liu et al. [41] built their model based on

MRI and cerebrospinal fluid (CSF) modalities. Lu et al. [6]

utilized Fluorodeoxyglucose PET (FDG-PET) imaging

data to identify CN subjects who will convert to MCI. They

built a binary classifier using an incomplete RF–robust

SVM approach and achieved an accuracy of 90.53%.

Further, most studies have neglected the temporal depen-

dency within feature series and among different features

and focused on cross-sectional data. Cho et al. [42] used

the Alzheimer’s Disease Neuroimaging Initiative (ADNI)

data to predict probable AD conversion using single

baseline MRI scans. All in all, we observe that building

accurate models based on multimodal time series data with

conventional ML classifiers has critical limitations [27].

On the other hand, deep learning (DL) techniques have

shown promising results in terms of prediction in several

medical areas [43, 44]. Recurrent neural networks (RNNs),

extract deep longitudinal features from fused multivariate

time series data [21, 34, 45]. For example, Tabarestani

et al. [46] used two variations of RNNs, namely long short-

term memory (LSTM) networks and gated recurrent units,

to predict a patient’s status at the following three time-

points using the previous three historical time-points. Choi

et al. [47] used a convolutional neural network (CNN) to

detect pMCI cases based on a single source (i.e., PET

images). Spasov et al. [45] proposed a CNN-based multi-

modal model to detect AD progression, where authors used

a late fusion strategy to fuse patients’ MRI data, demo-

graphic, neuropsychological, and ApoE4 genetic data.

Alternatively, Liu et al. [48] proposed a CNN model to

jointly predict a patient’s diagnosis and a few clinical
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scores. The model was based on the fusion of MRI and

three demographic features collected from baseline visits

only.

As far as we know, no research in ML has been dedi-

cated to predicting the specific time of conversion for MCI

patients using regression. In addition, no study has been

dedicated to combining AD prediction as a multiclass

classification problem with MCI conversion time predic-

tion as a regression task. Formulating AD progression

detection as a four-class classification (i.e., CN vs. sMCI

vs. pMCI vs. AD) is a complex task that achieves poor

results [14]. Relaxing this problem into less complex

classification tasks (i.e., a three-class problem) improves

the performance of ML algorithms. Gupta et al. [49] con-

verted the four-class task into a series of binary classifi-

cation tasks comprising AD vs. CN, sMCI vs. pMCI, and

so on. However, these models only predict whether the

MCI patients will or will not convert to AD within a certain

period, such as five years. Unfortunately, these predictions

are not helpful to physicians in medical environments.

Prediction of the exact conversion time would provide

more insightful information about the future status of MCI

patients. To the best of our knowledge, no studies have

solved this problem. Our study makes the following

contributions:

• We propose multistage modeling to integrate the

classification and regression tasks for determining

whether a patient is MCI and then determining the

possible progression time. Namely, we design a two-

stage LSTM-based DL model for AD progression

detection. In the first stage, a three-class classification

model is proposed to detect a patient’s class (CN vs.

MCI vs. AD), and in the second stage, a regression

model is proposed to predict the conversion time for

pMCI patients. LSTM has the ability to learn long-term

dependencies among time series and within single time

series [10], which makes it suitable for learning deep

representative features from multivariate time series

data.

• The model was implemented based on the early fusion

of multimodal time-series data, including neuroimaging

data, CSs, CSF biomarkers, neuropsychological battery

markers, and demographics. These data were collected

from the ADNI dataset, and they are related to four time

steps for each patient: baseline (BL), month 6 (M06),

month 12 (M12), and month 18 (M18).

• Comprehensive optimization pipelines were imple-

mented based on the data collected from 1,371 subjects

in the ADNI. For each pipeline, a set of data prepro-

cessing steps and a separate feature selection and ML

algorithms were selected. We explored a set of

heterogeneous ML techniques, such as RF, SVM,

decision tree (DT), Ridge, Lasso, k-nearest neighbor

(KNN), and logistic regression (LR). Also, two DL

models were investigated: LSTM and FFNN.

• Time-series data were explored in four different ways:

(1) use of the four-time steps data, (2) summarization of

time-series data using the average statistics, (3) usage of

BL visit data only, and (4) usage of M18 visit data only.

• The designed models show the important role of DL

models in extracting deep representative features from

time series data in both classification and regression

tasks.

The rest of this paper is organized as follows. Section 2

presents our methodology, including a description of the

dataset, the ML algorithms used, and the architecture of the

proposed framework. Section 3 discusses the experimental

setup of the study. Section 4 provides readers with the

experimental results. Section 6 concludes the paper.

2 Materials and methods

In this section, we discuss the dataset used, the list of

classification and regression algorithms, and the proposed

AD diagnosis and MCI time of conversion prediction

model.

2.1 ADNI dataset

The dataset contains data from 1,371 subjects (46.5%

female) in the ADNI database. As shown in Fig. 1, patients

were categorized into four groups based on the individual’s

clinical diagnosis at baseline and at future time points: (1)

CN: 419 subjects diagnosed to be CN at baseline and who

remained CN in all future time steps; (2) sMCI: 473 sub-

jects diagnosed to be MCI at all time points; (3) pMCI: 140

subjects evaluated to be MCI at base-

line?M06?M12?M18 visits, and who progressed to AD

within 2.5 years from M18 (i.e., by the M48 visit); (4) AD:

339 subjects diagnosed as AD in all visits. Subjects who

showed improvement in their diagnoses during follow-ups

were excluded from the study. For example, those who

were clinically diagnosed as MCI but reverted to CN and

those who were clinically diagnosed as AD but reverted to

MCI or CN were considered misdiagnosed because AD is

an irreversible form of dementia. Further, cases that con-

verted directly from CN to AD were also discarded. Sev-

eral biomarkers and neuropsychological tests were

collected and individually validated for AD progression.

The following features were considered potential predic-

tors for AD progression, in accordance with results repor-

ted in previous studies [1, 12, 21, 29, 35, 50–52]:
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• The first group of features corresponds to time series

data. These data were collected at baseline and

regularly every six months up to month 18 (i.e., over

1.5 years and 4 readings). These data were split into

three modalities: (1) CSs (9 features), (2) neuropsy-

chological screening battery (NSB) (51 features), and

(3) MRI scans (312 features). CS features including the

Alzheimer’s disease assessment scale (ADAS 11 and

ADAS 13), clinical dementia rating-sum of boxes

(CDRSB), global clinical dementia rating (CDGLO-

BAL), functional assessment questionnaire (FAQ),

geriatric depression scale (GDTOTAL), MMSE, Mon-

treal cognitive assessment (MoCA) and neuropsychi-

atric inventory score (NPISCORE). The NSB features

included the Rey auditory verbal learning test (RAVLT)

features, daily cognition report, and so on. The imaging

data used in our experiments were based on a pre-

processed set of T1-weighted MRI features from the

ADNI database. Data were pre-processed with the

standard ADNI pipeline by a team from the University

of California at San Francisco, who performed cortical

reconstruction and volumetric segmentation with the

FreeSurfer image analysis suite according to the atlas

generated in Desikan et al. [53]. The MRI features were

associated with regional cortical thickness, regional

volume, and surface area measures. Details of the

analysis procedure are available online and upon

request from the authors. Supplementary file 2 includes

the full details about the used features in this study.

• The second group of features corresponds to static

baseline data (BL) collected only at the baseline visit.

These data included 15 features, such as CSF biomark-

ers (3 features from the amyloid-�b peptide of 42

amino acids, Ab1�42 [Abeta], tau and phosphorylated

tau [PTAU]); genetic information (one feature from

ApoE4) family history questionnaire (1 feature from

mother’s dementia history); neuropathology symptoms

(4 features from history of low energy, crying, depres-

sion, and insomnia); sociodemographic information (4

features from age, body mass index, gender, and years

of education); and medical history (1 feature from

psychiatric history) and CSF lab test (1 feature from

white blood cell count).

The ADNI subjects were aged from 55 to 92 years, were

fluent in English or Spanish, and had at least six years of

education. At baseline, subjects met the specific inclusion

criteria described in Table 1. They met the National

Institute of Neurological and Communicative Disorders

and Stroke, and the Alzheimer’s Disease and Related

Disorders Association (NINCDS-ADRDA) diagnostic cri-

teria for probable AD [54]. Supplementary File 1 contains a

complete list of the roster ID (RID) used in our study.

Detailed descriptions of the ADNI subjects, image acqui-

sition protocol procedures, and post-acquisition pre-pro-

cessing procedures can be found at http://www.adni-info.

org, and upon request from the authors. Demographic and

clinical information about the subjects is shown in Table 1.

2.2 Classification models

2.2.1 Decision tree

A DT is a directed acyclic graph where nodes can be

decision points (internal nodes) or output points (leaves),

and edges connect nodes from the root of the tree to the

leaves. This algorithm learns decision rules from training

data by recursive partitioning in the input feature space X.

Each internal node is associated with a set of records T,

which are split based on a specific feature. We imple-

mented the DT classifier and regressor using the classifi-

cation and regression trees (CART) algorithm. CART

creates binary DTs by determining the optimal splitting

feature using an appropriate impurity criterion. The clas-

sification task uses Gini or entropy impurity, and the

regression task uses variance reduction based on the least-

squares or mean squared error (MSE). For a dataset

D ¼ Xi; yið Þf gNi¼1, where instance Xi ¼ xi1; xi2; . . .; xip
� �

has p features, N is the size of the training set and yi 2
C1;C2; . . .;CQ

� �
for the multiclass classification task or

yi 2 R for the regression task. If attribute xij is continuous,

it can be split as xij � , and if xij ¼ b1; b2; . . .; bkf g is cat-

egorical; then a separate branch is created for xij ¼ bn; n 2
1; 2; . . .; k All candidate splits are generated and evaluated

using the splitting criterion. An impurity measure is used to

select the best split, and the parent impurity should be

decreased by splitting. If E1;E2; . . .;Ekð Þ is a split of the E

Fig. 1 Format of the patients

time series data
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record set, a splitting criterion that makes use of the

impurity measure I can be represented as in Eq. 1.

D ¼ IðEÞ �
Xk

i¼1

Eij j
Ej j I Eið Þ ð1Þ

For the Gini index, let pj ¼
t2E:t½C�¼cjf gj j

Ej j be the probability

that a tuple in D belongs to a class cj, then GiniðEÞ ¼
1 �

PQ
j¼1 p

2
j . Entropy H(S) is the amount of uncertainty in

dataset S. Information gain I xið Þ is a measure of the dif-

ference in entropy before and after the set S is split based

on xi (see Equation 2).

I S; xið Þ ¼ HðSÞ �
X

v2Value xið Þ

Svj j
jSj H Svð Þ ð2Þ

where Value xið Þ set of all possible values for an attribute

xi; Sv ¼ s 2 S j xiðsÞ ¼ vf g, and HðSÞ ¼
�
PQ

i¼1 pi log2 pi where Q is the number of classes and pi is

the proportion of S belonging to a class Ci.

For the regression tree, the variance reduction of a node

N is the total reduction in the variance of the target variable

y because of the node split (see Eq. 3), where S; Sf and St
are the presplit indices, the set of sample indices for which

the split test is false, and the set of sample indices for

which the split test is true [55].

IVðNÞ ¼
1

Sj j2
X

i2S

X

j2S

1

2
xi � xj
� �2

� 1

Sf
�� ��2

X

i2Sf

X

j2Sf

1

2
xi � xj
� �2

0

@

þ 1

Stj j2
X

i2St

X

j2St

1

2
xi � xj
� �2

!

ð3Þ

2.2.2 Random forest

Random forest (RF) [56] is an ensemble classifier formed

by a family of T DTs, h n1 j X1ð Þ; . . .; h nT j XTð Þ, where

Xi ¼ xi1; xi2; . . .; xip
� �

is a list of p features for i’s DT, and

ni represents the training instances. Each tree T leads to a

classifier. Specifically, given data D ¼ Xi; yið Þf gNi¼1, we

train a family of classifiers, hT . The predictions of all Ts are

combined by using the majority-voting mechanism. To

create an uncorrelated collection of trees, RF combines

bagging and random feature selection techniques. Training

set ni of the ith tree is constructed by bootstrapping ni
examples at random from the N available instances in the

whole dataset. RF uses the out-of-bag error estimation to

estimate the generalization error of the final model. The

bootstrap sampling procedure ensures that approximately

one-third of the available N examples are not present in the

training set of each tree. For each constructed DT, this third

of the original dataset, called the out-of-band (OOB) data,

is predicted by the DT, and is consequently used as test

data. The averaged prediction error for each training case,

x, using only the trees that do not include x in their boot-

strap samples, is the OOB error estimate. For each DT,

each time a split is considered, a fresh random sample of m

predictors (e.g., m �
ffiffiffiffi
F

p
) is chosen as split candidates

from the full set of F predictors. The best split is deter-

mined and used. The process is repeated until a stopping

criterion is met. A node is partitioned using the best pos-

sible binary split. Outliers are likely to be ignored by most

trees, which makes RF more stable.

2.2.3 Support vector machine

An SVM is a non-probabilistic classifier. It learns the

training dataset to find the dividing hyperplane that sepa-

rates classes with the maximum margin. The predicted

Table 1 Descriptive statistics about the ADNI dataset at baseline

CN (n = 419) sMCI (n = 473) pMCI (n = 140) AD (n = 339) Combined (n = 1371)

Gender (M/F) 191/228 283/190 86/54 187/152 747/624

Age (years) 73.84 ± 05.78 72.92 ± 07.76 73.89 ± 06.84 75.01 ± 07.81 73.82 ± 07.18

Education (years) 16.43 ± 02.70 15.80 ± 02.97 16.13 ± 02.71 15.13 ± 02.98 15.85 ± 02.90

FAQ 00.19 ± 00.73 02.10 ± 03.13 04.55 ± 04.54 13.32 ± 06.85 04.54 ± 06.65

MMSE 28.98 ± 01.14 27.63 ± 02.13 26.45 ± 02.09 21.94 ± 03.64 26.59 ± 03.63

MoCA 25.68 ± 01.97 23.14 ± 02.70 21.78 ± 01.99 17.48 ± 03.54 22.38 ± 04.08

ApoE4 00.27 ± 00.48 00.51 ± 00.66 00.85 ± 00.71 00.85 ± 00.71 00.56 ± 00.67

ADAS-Cog 13 08.70 ± 04.09 14.80 ± 05.84 19.62 ± 05.05 30.00 ± 07.99 17.19 ± 10.03

RAVLT immediate 45.80 ± 09.72 36.41 ± 10.65 29.69 ± 07.08 22.64 ± 07.47 35.20 ± 12.80

CDR 00.084 ± 0.30 01.37 ± 00.86 02.07 ± 01.00 05.34 ± 02.21 01.96 ± 02.34

*Data are mean ± standard deviation.
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label of a new instance is calculated based on the side of

the hyperplane on which it falls. An SVM can be linear or

non-linear based on the used kernel function. A linear SVM

finds a hyperplane that is a linear function of the input

features, as shown in Eq. 4.

min
w;b;n

f ðw; b; nÞ ¼ 1

2
wTwþ C

Xn

i¼1

ni ð4Þ

subject to yi w
Txi þ bð Þ � 1 þ ni � 0; i ¼ 1; 2; . . .; n; ni � 0

where w denotes the normal vector to the hyperplane, b is

the parameter that controls the offset of the hyperplane

from the origin along its normal vector, ni is a slack vari-

able to ensure that SVMs can deal with outliers in the data.

For each training example xi, ni gives the distance by

which xi violates the margin in units of |w|, and hyperpa-

rameter C[ 0 determines how heavily a violation is

punished. Note that here an L1 regularization term is used.

The SVM classifier depends only on a few training points

(i.e., support vectors) to classify new instances. The non-

linear SVM classification finds a hyperplane that is a non-

linear function of the input variable by implicitly mapping

an input variable into high-dimensional feature space.

This process is called the kernel trick [57]. SVMs can be

used in multiclass classification tasks using many tech-

niques, including one-versus-all SVMs, all-versus-all

SVMs [58], and so on. SVMs are one of the most popular

algorithms for supervised learning that can effectively deal

with high-dimensional datasets. The most important dis-

advantage of SVMs is that they do not directly provide

probability estimates, and thus their decisions are hardly

interpretable. SVMs were used for both the classification

and the regression tasks. Various implementations are

available for the support vector regressor, such as epsilon-

support vector regression and nu-support vector regression

[59].

2.3 Logistic regression

Logistic regression (LR) [60], also called logit regression,

log-linear classifier, or maximum-entropy classifier, is a

linear classification model. In this algorithm, the possible

outcomes are the probabilities described by the logistic

function j f ðxÞ ¼ 1= 1 þ e�wxð Þ. This algorithm can fit

binary, one-versus-rest, and multiclass classification prob-

lems. For multinomial classification, LR uses the SoftMax

function to compute pðy ¼ c j xÞ ¼ ew
T
c xþbc

PK

i¼1
e
wT
j
xþbj

, for c 2 K

classes. The penalized cost function to be minimized is

formulated in the convex optimization Eq. 5, where the LR

uses the conditional maximum likelihood for the estimation

of parameters w and b.

min
w;c

Xn

i¼1

XK

c¼1

I yi ¼ c½ � log
e wTXiþbð Þ

PK
c¼1 e

wT
c xþbc

 !

þ P

" #

ð5Þ

where I½:� is the indicator function: I yi ¼ c½ � ¼ 1 if yi ¼ c is

true and 0 otherwise; P is the regularization term, which

could be k
2
wTw for ‘2 regularization, kkwk1 for ‘1 for ‘1

regularization and 1�q
w ‘2 þ q‘1 for elastic net regulariza-

tion; q controls the strength of ‘1 and ‘2 regularization.

2.3.1 K-nearest neighbour

KNN is a non-parametric technique in which the predicted

class of a new patient uses the ‘feature similarity’ method.

Given a predefined k, a new instance is classified based on

its distance to the k training examples. Here, the distance

between two instances is measured by the mixed normal-

ized Euclidean distance function (see Eq. 6). For numerical

features, the normalized Euclidean distance is calculated,

and for categorical features, the distance is 0 if both values

are the same and 1 otherwise.

distðX; YÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
i¼1 xi � yið Þ2

m

s

; distðX; YÞ

¼
Xm

i¼1

d xi; yið Þ for d xi; yið Þ

¼
0 xi ¼ yi

1 xi 6¼ yi

(

ð6Þ

where X and Y instances are represented by X ¼
x1; x2; . . .; xmð Þ and Y ¼ y1; y2; . . .; ymð Þ and m is the feature

space dimensionality. The class label of the new instance is

assigned as the majority of the k-nearest examples, and the

predicted value of the regression task is the average value

of the k-nearest examples.

2.3.2 Ridge and Lasso regression

Ridge is a regularized linear regression model. The goal is

to predict a real value y given a vector X. Its conditional

likelihood is formulated as a multivariate normal distri-

bution. The mean parameter is calculated as a linear

combination of X y j X�N WTX; r2Ið Þð . A maximum

posterior estimation convex framework optimizes the

weight parameters W according to Eq. 7. The regularization

term is used to penalize weights that can never be 0.
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Wmin ¼ argmin
w

Xn

i¼1

yi � wTxi
� �2þkkwk2

2 ð7Þ

The Lasso regression model is very similar to the Ridge

regression model. Instead of using the ‘2 norm, it uses the

‘1 norm, as shown in Eq. 8. This model is suitable for

modeling high-dimensional data because the regularization

term penalizes weights up to 0, which causes some features

to disappear and reduces the variance in the model.

Wmin ¼ argmin
w

Xn

i¼1

yi � wTxi
� �2þkkwk1 ð8Þ

2.3.3 Feed-forward neural network

The FFNN, also known as the multilayer perceptron

(MLP), is the most common type of neural network in

scientific literature. It consists of one input, one or more

hidden layers, and one output layer. The input layer

receives the input vector, and each input is represented by a

neuron. Hidden layers perform the non-linear transforma-

tion of the data to extract hidden patterns from input data.

The output layer is used to make classifications based on a

cross-entropy function or perform a regression based on a

linear function. The training process is realized through a

backpropagation algorithm that optimizes the cost function

based on a specific optimizer. These include optimizers

such as Adam, RMSprob, and stochastic gradient descent,

among others. The backprop algorithm uses the gradient

descendant to derive the squared error concerning the

network weight assigned. Let us assume that we have a

two-layer FFNN model. For D transformation functions of

the form f(x, w), where f : £ðxÞ ! y is a combination of a

fixed set of linear or non-linear functions of the input

variable. Our objective is to learn the weights w of these

functions. The classification or regression task is formu-

lated as in Equation 9.

f x;w1;wð2Þ
� 	

¼ ;ð2Þ ;ð1Þ xTwð1Þ þ bð1Þ
� 	T

wð2Þ þ bð2Þ

 �

ð9Þ

where wð1Þ ¼ w
ð1Þ
1 ;w

ð1Þ
2 . . .w

ð1Þ
M

� 	T
, ;ð1Þ ¼

;ð1Þ1 ; ;ð1Þ2 . . .;ð1ÞD

� 	T
, wð2Þ ¼ w

ð2Þ
1 ;w

ð2Þ
2 . . .w

ð2Þ
D

� 	T
, and

;ð2Þ ¼ ;ð2Þ1 ; ;ð2Þ2 . . .;ð2Þp

� 	T
M input variables,bðiÞ are bias

terms, D units in the hidden layer, P units in the output

layer. The elements of the input vector x are the units of the

input layer, ;ð1Þi are the neurons of the hidden layer and ;ð2Þi

are the neurons of the output layer. Each layer has a non-

linearity activation function selected as a hyperparameter

in the training process. The activation function in the

output layer is selected based on the type of task, for

example, SoftMax for classification tasks or a linear

function for regression tasks.

2.3.4 Long short-term memory

An LSTM is a kind of recurrent neural network, a sub-

category of an artificial neural network. As AD data are

time series in nature, RNN models, especially LSTM, are

suitable to capture long-term temporal dependencies by

solving the exploding and vanishing gradient problem

during backpropagation through a time optimization pro-

cess [61]. In our proposed model, we added LSTM layers

to capture temporal patterns from the patient’s longitudinal

data. The patient’s data can be seen as multivariate time

series data over four-time steps that we feed to the LSTM

block for the sake of capturing the temporal features in the

data. As shown in Figure 2, the LSTM cell uses three gates:

the input gate itnð Þ, forget gate ftnð Þ and output gate otnð Þ.
These gates are responsible for updating, maintaining, and

deleting information flow in the cell state. Ctn ;Ctn�1
and

~Ctn ) are the cell status at the time tn, cell status at tn�1 , and

the updated cell status at tn, respectively. htn�1
is the output

value from each memory cell in the hidden layer at the

previous time step. htn is the hidden layer’s value at time tn

based on ~Ctn ) and Ctn�1
� hs are the set of weight matrices,

and bs are the biases vectors, which are updated using the

backpropagation algorithm. Besides, b represents the

Hadamard product; r is the standard logistic sigmoid

function; 	 is the concatenation operator; and u is the

output activation function, for example, SoftMax or Tanh.

Equations 10, 11, 12, 13,14, 15 and 1616 illustrate the

information flow in the memory cell at a given time step.

ftn ¼ r hf � htn�1
; xtn½ � þ bf

� �
ð10Þ

itn ¼ r hi � htn�1
; xtn½ �ð þ bi ð11Þ

~Ctn ¼ tanh hC � htn�1
; xtn½ �ð þbCÞ ð12Þ

Fig. 2 LSTM cell
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Ctn ¼ ftn 
 Ctn�1
	 itn 
 ~Ctn

� �
ð13Þ

otn ¼ r ho � htn�1
; xtn½ � þ boð Þ ð14Þ

j htn ¼ otn 
 tanh Ctnð Þ ð15Þ

yn ¼ u hyhtn þ by
� �

ð16Þ

2.4 Proposed framework

This study proposes a two-stage framework to detect the

progression of specific patients (a classification task). Once

the patient progression is detected in the future (M48)

using the patient’s time-series multimodal data

(BL?M6?M12?M18), the second stage is designed to

predict the conversion time (a regression task) for the

progressed patients who are classified in the past as MCI

class. As shown in Fig. 1, the pMCI patients were merged

at M48 with the AD patients to build the progression

detection model for the first stage. The second stage is

designed to collect the MCI patients’ (i.e., sMCI and

pMCI) time-series data and build a regression model that

predicts the patient’s exact conversion month. Therefore,

the main goal of the first stage is to use the patient’s time-

series multimodal data to predict the diagnosis after 2.5

years (M48). If a progression is detected, the second stage

determines the exact conversion month the pMCI patient.

The two tasks are trained and tuned independently based on

multimodal time-series data. For the classification task, we

trained various popular ML models, including DT, RF,

SVM, LR, and DL models, including FFNN and the LSTM

architecture. The same process was carried out for the

regression task using ML regressors, including also con-

ventional ML models (DT, RF, SVR, linear ridge, FFNN,

and Lasso) and DL models (LSTM). Consider having M

modalities of data represented as X ¼ Xð1Þ; . . .;XðMÞ� �
.

Each modality Xm is represented as Xm ¼

x
ðmÞ
1 ; . . .x

ðmÞ
i ; . . .; x

ðmÞ
N

n o
for N patients, where each patient

x
ðmÞ
i 2 Rt�f is a multivariate time series ,

xi ¼ x
ð1Þ
i ; . . .x

ðmÞ
i ; . . .; x

ðMÞ
i ; yi

n o
, for t ¼ 1; . . .; s time steps

and the set f of univariate time series. For N patients, each

patient i is represented as xi ¼ x
ð1Þ
i ; . . .x

ðmÞ
i ; . . .; x

ðMÞ
i ; yi

n o
,

i ¼ 1; . . .;N, and yi 2 fCN;MCI;ADg for the multiclass

classification task or yi 2 R for the regression task. The

time-series data were used to train classifiers and regressors

using different formatting methods: (1) The multivariate

time series data were used with the LSTM model directly,

where s ¼ 4 for BL, M06, M12, and M18. (2) We collected

aggregated features of the four patients’ historical visits.

We extracted the statistical measurement that described the

time series characteristics. For patient Pi, the aggregated

feature space was RM�f , where the collected statistic �f for

each time series statistic ft1;t2;...;ts was the mean 1
s

PS
i¼0 fi

� 	

for s time steps, (3) Inspired by the image processing

domain, we flattened the time series data of each patient to

be represented as a single vector. For patient

Pi 2
P

i2M XðiÞ; i ¼ 1; 2; . . .;N, and XðiÞ 2 Rt�f , the new

representation was XðiÞ 2 Rt�f . Figure 3 represents the

flattening of time series data and its usage in an FFNN for

the classification task. We tested all these formulations

with different representation was Pi 2 Rt�f�M . Figure 3

represents the flattening of time series data and its usage in

an FFNN for the classification task. We tested all these

formulations with different ML models in both classifica-

tion and regression tasks. The optimization cost function

depends on the technique used. The regularized cross-en-

tropy loss function based on SoftMax was used for the

multiclass optimization problem (see Eq. 17). The regres-

sion task was tuned using the regularized MSE function as

shown in Eq. 18.

min
h

LðhÞ ¼ � 1

N

XN

i¼1

1

k

XK

k¼1

I yk ¼ kð Þ log
exp hTxi þ b
� �

PK

j¼1

exp hTj xi þ b
� 	

0

BBB@

1

CCCA

2

6664

3

7775

ð17Þ

min
h

LðhÞ ¼ � 1

N

XN

i¼1

yi � ŷið Þ2þ k
N

XN

j¼1

h2
j ð18Þ

where h represents the network weights parameters, the last

term in both equations is the regularization term, yi and ŷi i

are the actual and predicted values, Ið:Þ is an indicator

function, where I(true statement)=1 and 0 otherwise, and

the label y can take on K different values,

yk 2 f1; 2; . . .;Kg, and in our case K ¼ 3. For each input x,

the model calculates the probability that P yk ¼ K j x; hð Þ
for each k 2 f1; . . .;Kg. The output is a K-dimensional

vector of K estimated probabilities, whose sum is 1. Fig-

ure 4 illustrates the development steps to produce our

model. We sequentially applied the following steps:

• First, in accordance with the AD literature, a set of three

of the most popular time series modalities (CSs, MRI,

and NSB) and one combined baseline modality (BL)

were collected. This study is based on the early fusion

of the three modalities. This fusion method has many

advantages over decision and intermediate fusion

strategies [25].

• Second, these data were randomly, and using stratified

sampling, split into 90% (1233 patients) as model

development sets (MDSs) and 10% (138 cases) as

model test sets (MTSs). This data splitting process was
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repeated 10 times, and the average performance was

recorded. For each train/test split, the MDS was used

with the stratified 10-fold cross-validation (CV)

technique to optimize ML models and measure the

CV performance. This stratified 10-fold CV process is

repeated 10 times for every outer train/test split, and the

Fig. 3 Time series data

flattening process for the FFNN

model

Fig. 4 Proposed two stages deep learning model for hybrid AD diagnosis and conversion prediction
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average performance is then collected. We trained the

tuned model using the whole MDS set, and then we

used the test set only to evaluate the performance of the

final model. This strategy is accurate and not biased

because, from the very beginning, we randomly (and in

a stratified way) isolated a separate test set to be used

for measuring the generalization performance of the

ML models. As such, the test set is not used either in

data normalization or in model optimization.

• Third, only the MDS was pre-processed based on a

pipeline of a set of steps. The pipeline includes handling

missing values, time series feature extraction for

conventional ML models, data balancing using

SMOTE’s oversampling technique [62], data normal-

ization, and MRI feature reduction. Two types of data

resulting from this step: time-series data to be fed to the

LSTM model and aggregated data to be fed to the

conventional ML and FFNN. The aggregation of time

series data was based on the average value for each time

series. Note that, for every patient, his or her BL data

were repeated with every time step to be combined with

the time-series data. As the MRI modality has a very

large set of features, we concentrated our study on the

role of some brain regions of interest. The regions used

were chosen based on the AD progression detection

literature. Recent studies have asserted that AD pro-

gression is tightly correlated with atrophies in the

structures of the medial temporal lobe (MTL) [63–65].

The MTL includes a set of anatomical regions, such as

the hippocampus, amygdala, entorhinal and parahip-

pocampal cortices. Each of these regions has a left and

right part. In addition, cortical thickness has a high

predictive value for AD progression detection [20][65].

We collected the volume, surface area, and cortical

thickness from each of these parts. Of the 312 MRI

features, we selected 58 features for volume and

cortical thickness of the left and right structures,

including HIPPOCAMPUS, AMYGDALA, PARAHIP-

POCAMPAL, ENTORHINAL, VENTRICLES, FUSI-

FORM, INFERIOR/ MIDDLE/ SUPERIOR

TEMPORAL, and INSULA.

• Fourth, the resulting data were used to train ML models

in parallel over two different stages. The first stage was

the patient classification stage, which determined the

patient’s class (e.g., CN, MCI, or AD). This was a

multiclass classification task in which the data from

1,371 patients (1,233 cases for training and 138 cases

for testing) were used to train and test the model. The

model training was based on the stratified 10-fold CV

technique to avoid overfitting. The second stage

predicted the exact conversion time of MCI patients

as a regression task. The data of 613 MCI cases (both

sMCI and pMCI) were used to train and test the models.

We used the 10-fold CV technique to validate the

regression models. Selecting relevant features from the

raw feature space is expected to minimize redundancy,

avoid overfitting, improve model generality, and reduce

the model’s computational cost. There are two main

feature selection techniques: filter and wrapper meth-

ods. The filter method uses a univariate filtering method

such as correlation or information gain to filter out the

least promising features. In contrast, wrapper methods

are used to measure the importance of specific feature

sets. This is based on training and testing a specific

classifier using different subsets of features in the space

of feature subsets. Each method has its own advantages

and disadvantages. In our study, the MRI modality has

been used by both the filter and wrapper methods. The

same process was followed for the NSB modality. The

resulting feature set from both the MRI and the NSB

were fused with the list of CS and BL data. The

resulting feature vector was used to train different ML

and DL models. The same process was followed in both

the classification and the regression tasks. For the filter

method, we used the information gain technique to

assess the dependency of the independent variable in

predicting the target variable. For the wrapper method,

we used recursive feature elimination with the cross-

validation method (RFECV) coupled with RF (either

classifier or regressor) for measuring feature

importance.

• Fifth, the prepared datasets were used to train and

optimize different ML and DL models. In the first stage,

we tuned a set of different popular ML classifiers,

including RF, SVM, DT, LR, and KNN. For better

handling of time series data, we tuned an LSTM-based

DL model. The conventional ML models were tuned

using a grid search, and the LSTM model architecture

and hyperparameters were tuned using the Keras Tuner

. In the second stage, we tuned five popular ML

regressors: DT, linear ridge, Lasso, RF, and SVM. In

addition, we built and tuned FFNN and LSTM models

using Keras Tuner. The trained models at both stages

were tested using unseen test data to measure the

generalization performance of each model. The first

stage predicted the patient class as either CN, MCI, or

AD. If the patient was CN or AD, the process was

finished. If the patient was MCI, then the second stage

was called on to predict the exact time when the patient

would convert to AD. The output of the second stage

was a number n. If n=0 then the patient was sMCI. If

n[0, then the patient was pMCI and would convert after

n months from the diagnosis time.
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2.5 Data pre-processing step

In this section, we improve the quality of our dataset by

using three preprocessing steps. These steps are discussed

in details in the following subsections.

2.5.1 Handling missing data and data balancing

We first excluded features from the baseline static data if

these features have more than 30% of their data points

missing. Following that, a KNN-based imputation was

applied for the missing real values, where all missing

values were filled by average values of clusters formed by

subjects with the same diagnosis. In our study, k was set to

10 empirically. Unlike real value imputation, the Euclidean

distance was used for numerical value imputation. For

categorical values, a distance of 0 was set if both values

were the same; otherwise, a distance of 1 was set. The same

procedure was applied for time-series data, where we also

removed all features with more than 30% missing data and

removed all patients with missing baseline readings. For

processing the non-existing time series data due to the

ADNI procedure, we followed two strategies based on an

intuition of the ADNI. First, we filled non-applicable val-

ues for every category of data, according to ADNI proce-

dures. For example, if an ADNI patient who was CN has no

MRI scan at visit M18, we considered these types of values

to be missing, i.e., missing not at random. Also, several lab

tests, cognitive tests, and neuroimaging scans were not

applicable for specific diagnoses at specific visits. There-

fore, we applied an accurate filling procedure, where a

forward filling is used when the patient’s diagnosis persists.

Otherwise, we considered the value missing. This forward

filling technique is common in Alzheimer’s studies [48].

The second step was to determine missing values from

existing data using statistical or ML techniques. We opted

to apply a medically intuitive and well-known method.

Thus, in the case of numerical data, we used the mean

value according to the different classes: CN, sMCI, pMCI,

and AD. For categorical features, we used the mode value

according to the patient class. We used SMOTE over-

sampling technique to balance the dataset are remove the

possibility for biased predictions.

2.5.2 Data standardization

To guarantee fast convergence of our model as well as

ensure that all used features have the same level of

importance, all features were standardized using the z-

score method, that is, zj ¼ xj � lj
� �

=rj where xj is the

original value for feature j; Zj is the normalized value, lj is

the feature’s mean and rj is the feature’s standard

deviation. As a result, the z-score method produces a new

dataset where all features have a zero mean and unit

standard deviation. The values of categorical features were

also encoded.

3 Experiments setup

To evaluate the performance and effectiveness of our

proposed method, we tuned, tested, and compared many

machine learning models with different pipeline settings,

including the usage of different feature selection tech-

niques, conventional ML algorithms, neural network

architectures, and types of data (i.e., time series and non-

time series). Inspired by [66], for time series data, a total of

four time steps–baseline data (BL), M06, M12, and M18-

were used to predict AD at M48. Time series data were

used to train an LSTM-based DL model to check the role of

these data in increasing the confidence and accuracy of the

model. We implemented and tested a set of conventional

ML models using both aggregated and flattened time series

data. In addition, an FFNN neural network model was

tuned using both aggregated and flattened time series data.

In addition, we built an FFNN architecture based on the BL

and M18 data to check the effect of the time gaps between

the observed data and the monthly prediction.

3.1 Performance evaluation

The first stage was a classification task. Four standard

metrics were used to evaluate the classification models, i.e.,

accuracy, precision, recall, and F1-score, where TP is the

number of true positives, TN is the number of true nega-

tives, FP is the number of false positives, and FN is the

number of false negatives (see Eqs. 19, 20, 21 and 22):

Accuracy ¼ TPþ TN

TPþ FPþ TN þ FN
: ð19Þ

Precision ¼ TP

TP + FP
ð20Þ

Recall ¼ TP

TPþ FN
ð21Þ

F1 ¼ 2 � precision � recall
precisionþ recall

ð22Þ

The second stage was a regression task. Three metrics were

used to evaluate the regressor models: the mean absolute

error (MAE), mean squared error (MSE), and root mean

squared error (RMSE) (see Eqs. 23, 24 and 25), where

N; yi; ŷi denote the total number of observations, actual

value, and predicted value, respectively:
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MAE ¼ 1

N

XN

1

yi � ŷij j ð23Þ

MSE ¼ 1

N

XN

n¼1

yi � ŷið Þ2 ð24Þ

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN

n¼1

yi � ŷið Þ2

vuut ð25Þ

3.2 ML models training

For all the experiments in this paper, we employed the

Python 3.7.3 distributed in Anaconda 4.7.7 (64-bit). The

1371 case dataset was divided in a stratified way into a

training set (90%) and testing set (10%), keeping the same

percentage of each class in both sets. After a set of pre-

processing steps, we tuned a set of different pipelines to

explore the role of time series and aggregated data, the

LSTM model, the FFNN model, conventional ML algo-

rithms, feature selection paradigms, and hyperparameter

tuning. The same pipeline designs were tested over the two

stages regarding first classification and then regression

tasks. The training data were used for feature selection and

hyperparameter optimization based on the stratified 10-fold

CV. The selected features were masked on the testing

datasets, and the resulting sets were normalized and used to

measure the generalization performance of different mod-

els. We used a set of standard and popular evaluation

metrics to measure the classification and regression mod-

els, as discussed in the previous section. To prevent bias,

the procedure was repeated 10 times in our experiments.

We compared the four-class (CN, sMCI, pMCI, and AD)

and three-class (CN, MCI, and AD) classification problems

in the first stage. As it has been well established in the

literature [14], the four-class task is very challenging. This

fact is reinforced in the results section. Given our two-stage

design, we depended on the initial three-class classification

task because in the second separate stage, not only was the

MCI class separated into sMCI and pMCI, but the exact

conversion time was also precisely predicted. In both

stages, two different groups of data were used. First, the

three time-series modalities and BL modality were com-

bined. In this case, each patient will have four time steps,

and the BL data are repeated four times for every patient.

Second, an aggregated version of the three time-series

modalities and BL modality were combined. In this case,

the time series data are aggregated, and a single row is used

for every patient.

In both stages, the MRI (58 features) and NSB (51

features) modalities were separately fed into the informa-

tion gain-based feature selection technique, which ranked

the features according to their importance levels. We

selected the top 29 features from the MRI features and the

top 26 features from the NSB features because they

achieved the best results. The same modalities were sepa-

rately fed into the RFECV, and we again selected the top

half of features (29 features) from the MRI features and the

top half of features (26 features) from the NSB features.

Note that these processes were carried out for both the

four-class and the three-class problems separately. Selected

features from both the MRI and NSB data were fused with

the BL and CSs feature sets. The resulting different feature

spaces from the filter and wrapper methods had 78 features.

These data were used to train the selected ML algorithms in

both stages. Each ML model was tuned and tested using the

full feature set, the selected features from the filter method,

and the selected features from the wrapper method.

In the first stage, grid search was used to optimize the

hyperparameters of all the conventional ML models, while

Keras Tuner was used to select the best architectures for

both the FFNN and LSTM models. These models were

tuned for the four-class and three-class classification

problems. The same procedure was followed for the second

stage, but the models were tuned for regression tasks.

Finally, both stages were combined to make the final

progression detection prediction. Regarding the LSTM

classification models, using Keras Tuner, we tuned three

models to learn the complete feature set. In all models, the

learning rate was fixed at 0.0001, and the Adam optimizer

was used. All hidden layers used the rectified linear unit

(ReLU) activation function, and the output layer used the

SoftMax activation function. A dropout layer was used

after each hidden layer, and L2 regularization was added to

prevent overfitting. The training data were shuffled for each

training epoch to ensure the optimization was stochastic

and to avoid convergence to a local minimum. The batch

size was 50, and the number of epochs was 70.

• For the three-class models, we tuned three LSTM

architectures. First, the full feature set-based LSTM

model had three LSTM layers with 330, 450, and 430

units. The output layer has 3 units (one per class).

Except for the output layer, each layer underwent L2

regularization with parameters 0.2, 0.3, and 0.01,

respectively, and each layer was followed by a dropout

layer with probabilities of 0.3, 0.4, and 0.4, respec-

tively. Second, the wrapper feature set-based LSTM

had four LSTM layers with 470, 310, 170, and 3 units.

Except for the output layer, each layer underwent L2

regularization with parameters 0.3, 0.4, and 0.1,

respectively, and each layer was followed by a dropout

layer with probabilities of 0.3, 0.2, and 0.3, respec-

tively. Third, the filter feature set-based LSTM had four

LSTM layers with 70, 270, 70, and 3 units. Each layer
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underwent L2 regularization with parameters 0.01, 0.5,

and 0.01, respectively. Each layer was followed by a

dropout layer with probabilities of 0.4, 0.3, and 0.3,

respectively.

• For the four-class models, we tuned three LSTM

architectures. First, the full feature set-based LSTM

had four LSTM layers with 210, 470, 70, and 4 units.

Except for the output layer, each layer underwent L2

regularization with parameters 0.05, 0.3, and 0.1,

respectively, and each layer was followed by a dropout

layer with probabilities of 0.5, 0.3, and 0.1, respec-

tively. Second, the wrapper feature set-based LSTM

had four LSTM layers with 470, 310, 370, and 4 units.

Except for the output layer, each layer underwent L2

regularization with parameters 0.3, 0.4, and 0.1,

respectively, and each layer was followed by a dropout

layer with probabilities of 0.05, 0.3, and 0.4, respec-

tively. Third, the filter feature set-based LSTM had four

LSTM layers with 490, 350, 410, and 4 units. Each

layer underwent L2 regularization with parameters

0.02, 0.01, and 0.1, respectively. Each layer was

followed by a dropout layer with probabilities of 0.4,

0.2, and 0.4, respectively.

In the second stage, three LSTM models were trained

based on the three feature sets. All hidden layers used the

ReLU activation function, and the output layer used the

linear activation function. The number of epochs and batch

size were the same as in the first stage. First, the full feature

set-based LSTM had one LSTM layer with 440 units fol-

lowed by three dense layers: 60, 80, and 70 units. Except

for the output layer (1 unit), each layer underwent L2

regularization with parameters 0.1, 0.01, 0.01, and 0.1,

respectively, and each layer was followed by a dropout

layer with probabilities of 0.2, 0.3, 0.3, and 0.3, respec-

tively. Second, the filter feature set-based LSTM had one

LSTM layer with 440 units followed by four dense layers:

90, 60, 70, and 1 units. Except for the output layer, each

layer underwent L2 regularization with parameters 0.1,

0.01, 0.01, and 0.01, respectively, and each layer was fol-

lowed by a dropout layer with probabilities of 0.4, 0.3, 0.5,

and 0.4, respectively. Third, the wrapper feature set-based

LSTM had one LSTM layer with 680 units followed by

three dense layers: 70, 70, and 1 units. Except for the

output layer, each layer underwent L2 regularization with

parameters 0.01, 0.05, and 0.01, respectively, and each

layer was followed by a dropout layer with probabilities of

0.4, 0.5, and 0.3, respectively.

4 Results and discussion

This section has two subsections. In Sect. 4.1, we discuss

the results of the first stage. We compare the ML models in

the four-class task and in the three-class task. Then, we

compare the two problems. In Sect. 4.2, we discuss the

results of the second stage. We compare the performance

using default parameters, tuned models, and different

architectures for the FFNN design.

4.1 Results of the Patient Classification stage

Each conventional ML model (DT, RF, SVM, LR, and

KNN) and LSTM model were tuned based on the full

feature set and on the sets selected by the wrapper and filter

methods. Tables 2 and 3 show the performance of 18 ML

models using four-class classification task. In case of

testing, the measured accuracy and F1- score of DT model

was 82.82% and 78.80%, respectively, which is surprising

higher than other models. In case of CV, the LSTM model

registered higher accuracy (84.44%) and F1- score

(84.16%) compared to other models. For four-class clas-

sification task, the achieved results indicate that the per-

formance of DT and LSTM model in testing approach is

higher than SVM, LR, and KNN models. However, the

performance of LSTM model in CV method is highest

among trained classifiers. Most models achieved their best

results based on the filter-based feature set. No model

achieved its best performance using the full feature set

except for the KNN model. One possible reason for this is

that KNN is a lazy learner that memorizes the training set.

The KNN model has no learning process. Therefore, KNN

achieved the lowest results overall.

Tabels 4 and 5 present the obtained results of all ML

models for the three-class classification task using testing

and CV methods. The evaluation matrics of ML models

were individually identified using both testing and CV

methods. In case of testing method, we can see in Table 5

that the obtained accuracy and F1-score of RF were 92.01

and 92.07%, respectively, which is higher than the accu-

racy (91.22%) and F1- score (91.28%) of LSTM model.

However, in case of CV, the performance of all ML models

were lower than LSTM model.

The best test performance for all models was achieved

by means of the filter feature set except for RF, where

wrapper features achieved the best test performance. No

model achieved its best performance using the full feature

set. These results highlight the role of the feature selection

step in optimizing the performance of ML models. Figure 5

illustrates a comparison between the LSTM-based CV and

test performance for both four-class and three-class prob-

lems. As can be seen, the three-class models achieved more

Neural Computing and Applications

123



accurate results with every feature set. As a result, the first

stage was based on the three-class LSTM classification

model. This model determines whether a patient is CN,

MCI, or AD. For MCI patients, the second stage’s

regression model is applied to determine whether the

patient is sMCI or pMCI. In the case of pMCI patients, our

model determines their exact conversion time.

Table 2 The cross-validation

performance of ML models for

the four-class task

Models Dataset Cross-validation performance

Accuracy Precision Recall F1-score

DT Full feature set 82.89 ± 2.80 78.79 ± 2.00 75.94 ± 2.20 82.89 ± 2.80

Wrapper method 82.95 ± 2.10 78.86 ± 2.00 76.02 ± 1.90 82.95 ± 2.10

Filter method 82.95 ± 2.19 78.86 ± 2.04 76.02 ± 1.90 82.95 ± 2.19

RF Full feature set 83.79 ± 2.30 81.80 ± 2.70 81.27 ± 3.90 83.47 ± 2.50

Wrapper method 84.16 ± 2.34 81.93 ± 2.46 82.09 ± 3.75 83.74 ± 2.72

Filter method 84.27 ± 2.60 82.49 ± 2.60 82.65 ± 3.30 84.12 ± 2.50

SVM Full feature set 81.96 ± 2.80 81.24 ± 2.80 81.13 ± 2.80 81.96 ± 2.80

Wrapper method 81.95 ± 2.70 81.09 ± 2.60 81.07 ± 2.80 81.95 ± 2.79

Filter method 81.34 ± 3.03 80.61 ± 2.90 80.46 ± 3.10 81.34 ± 3.00

LR Full feature set 82.32 ± 3.02 81.24 ± 3.04 81.24 ± 3.48 82.32 ± 3.02

Wrapper method 82.52 ± 2.84 81.01 ± 2.80 80.99 ± 3.42 82.52 ± 2.80

Filter method 82.06 ± 2.94 80.99± 2.72 80.83 ± 2.93 82.06 ± 2.94

KNN Full feature set 70.15 ± 2.97 67.10 ± 3.02 66.74 ± 4.28 70.15 ± 2.97

Wrapper method 70.88 ± 2.71 67.15 ± 2.70 65.55 ± 4.32 70.88 ± 2.71

Filter method 70.60 ± 2.60 67.41 ± 2.63 66.95 ± 4.34 70.60 ± 2.60

LSTM Full feature set 83.43 ± 1.92 83.41 ± 1.68 87.80 ± 2.16 79.55 ± 2.00

Wrapper method 84.44 ± 2.20 84.16 ± 1.83 87.79 ± 1.99 80.90 ± 2.26

Filter method 83.49 ± 2.55 83.48 ± 2.35 87.43 ± 2.50 79.96 ± 2.68

Table 3 The testing

performance of ML models for

the four-class task

Models Dataset Testing performance

Accuracy Precision Recall F1-score

DT Full feature set 82.17 78.24 76.06 82.17

Wrapper method 82.75 78.74 76.39 82.75

Filter method 82.82 78.80 76.42 82.82

RF Full feature set 80.80 77.08 74.13 80.80

Wrapper method 80.94 77.42 74.90 80.94

Filter method 81.23 77.70 75.23 81.23

SVM Full feature set 71.09 69.52 68.54 71.09

Wrapper method 71.38 70.40 69.80 71.38

Filter method 71.45 70.99 70.87 71.45

LR Full feature set 68.19 66.70 65.96 68.19

Wrapper method 70.07 68.45 67.59 70.07

Filter method 72.54 71.63 71.01 72.54

Full feature set 59.64 55.44 53.35 59.64

Wrapper method 64.20 59.52 56.90 64.20

Filter method 59.35 54.75 51.94 59.35

LSTM Full feature set 77.75 76.82 76.80 77.75

Wrapper method 82.80 78.74 76.39 82.80

Filter method 79.56 79.32 79.92 79.56
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4.2 Results of conversion time detection stage

In this stage, we tuned regression models to predict the

conversion time of MCI patients. We tuned five popular

ML regressors: DT, Ridge, Lasso, RF, and SVM. In

addition, we tuned two neural network architectures, FFNN

and LSTM models, using the Keras Tuner package. Results

are discussed in the text in terms of MAE because the other

metrics of MSE and RMSE are consistent with MAE. Note

that the results of all three metrics were reported in the

tables. The three metrics are reported in the tables.

Table 4 The cross-validation

performance of ML models for

the three-class task

Models Dataset Cross-validation performance

Accuracy Precision Recall F1-score

DT Full feature set 91.39 ± 2.17 91.37 ± 2.20 91.63 ± 2.11 91.40 ± 2.17

Wrapper method 91.39 ± 2.18 91.36 ± 2.20 91.63 ± 2.11 91.40 ± 2.17

Filter method 91.40 ± 2.17 91.37 ± 2.20 91.63 ± 2.12 91.40 ± 2.17

RF Full feature set 92.52 ± 1.89 92.53 ± 2.08 92.50 ± 1.78 92.51 ± 2.09

Wrapper method 92.52 ± 2.12 92.52 ± 1.99 92.78 ± 2.12 92.52 ± 1.96

Filter method 92.60 ± 1.96 92.66 ± 2.09 92.70 ± 1.94 92.62 ± 2.04

SVM Full feature set 91.58 ± 2.40 91.57 ± 2.41 91.75 ± 2.39 91.58 ± 2.40

Wrapper method 92.01 ± 1.97 92.00 ± 1.97 92.16 ± 1.96 92.01 ± 1.97

Filter method 91.92 ± 2.09 91.91 ± 2.09 92.08 ± 2.08 91.92 ± 2.09

LR Full feature set 91.71 ± 2.16 91.71 ± 2.16 91.90 ± 2.14 91.71 ± 2.16

Wrapper method 92.28 ± 2.12 92.28 ± 2.12 92.46 ± 2.10 92.28 ± 2.12

Filter method 91.89 ± 2.29 91.89 ± 2.29 92.06 ± 2.26 91.89 ± 2.29

KNN Full feature set 78.95 ± 3.28 78.96 ± 3.28 79.76 ± 3.14 78.95 ± 3.28

Wrapper method 79.10 ± 3.43 79.14 ± 3.41 80.17 ± 3.20 79.10 ± 3.43

Filter method 78.95 ± 3.28 78.96 ± 3.28 79.76 ± 3.14 78.95 ± 3.28

LSTM Full feature set 91.69 ± 3.17 91.92 ± 3.19 91.92 ± 3.19 91.91 ± 3.19

Wrapper method 93.87 ± 1.48 94.07 ± 1.58 94.07 – 1.58 94.07 ± 1.58

Filter method 92.73 ± 1.15 93.05 ± 1.24 93.05 ± 1.24 93.04 ± 1.24

Table 5 The testing

performance of ML models for

the three-class task

Models Dataset Testing performance

Accuracy Precision Recall F1-score

DT Full feature set 91.02 90.96 91.57 91.02

Wrapper method 91.96 91.89 92.54 91.96

Filter method 91.52 91.46 92.06 91.52

RF Full feature set 90.29 90.25 90.42 90.29

Wrapper method 92.01 92.07 92.02 92.01

Filter method 91.67 91.63 91.74 91.67

SVM Full feature set 76.38 76.37 76.48 76.38

Wrapper method 79.49 79.50 79.58 79.49

Filter method 82.82 82.87 83.01 82.82

LR Full feature set 76.38 76.33 76.35 76.38

Wrapper method 81.09 81.06 81.10 81.09

Filter method 81.88 81.82 81.90 81.88

KNN Full feature set 68.91 68.11 70.29 68.91

Wrapper method 72.54 71.96 75.35 72.54

Filter method 68.91 68.11 70.29 68.91

LSTM Full feature set 88.33 88.45 89.38 88.33

Wrapper method 91.22 91.28 91.84 91.22

Filter method 89.56 89.71 90.71 89.56
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• In the first experiment, we trained 15 conventional ML

models utilizing the default Scikit-learn hyperparameter

settings and averaged time-series data fused with BL

modality (see Table 6). A separate model was tuned for

each algorithm for the complete feature set, wrapper-

based feature set, and filter-based feature set. For the

DT model, the best MAE was 0.1774 based on wrapper

features. Compared with the DT model, the Ridge

model achieved better performance of 0.1609 for MAE

based on wrapper features, respectively. The Lasso

model achieved equal performance using the complete

and wrapper feature sets (i.e., MAE = 0.1713). Based

on the wrapper feature set, RF achieved better

performance than the previous models: MAE =

0.1555. Finally, the best performance was achieved by

the SVM model using the wrapper feature set (i.e.,

MAE = 0.1492). It can be seen that all algorithms

achieved better results using the feature selection

methods. Most algorithms achieved the best perfor-

mance based on the wrapper feature sets.

• In the second experiment, we tuned the five conven-

tional ML models-DT, Ridge, Lasso, RF, and SVM–by

means of a grid search technique, see Table 7. These

models were tuned based on the averaged time series

modalities combined with the BL modality. Further, we

tuned the LSTM model architecture using the Keras

Tuner package. The LSTM model was tuned using the

time series modalities combined with the repeated BL

modality. Finally, we built an tuned FFNN architecture

based on the Keras Tuner. The model was trained using

the averaged time series data fused with the BL

modality. As can be clearly seen, the LSTM model

achieved the optimum MAE of 0.1375. The tuned DT

model achieved the second-best results of MAE =

0.1439 based on the filter feature set. The FFNN model

achieved the third-best results of MAE = 0.1441 based

on the filter feature set. The best results reported by the

Ridge method were achieved using the filter feature set

(i.e., MAE = 0.1527). The Lasso model attained the

worst results. The model achieved the same results

using the full and filter feature sets (i.e., MAE =

0.1713). tuned RF achieved performance comparable to

the FFNN based on the filter features with MAE =

0.1493 based on the complete feature set. tuned SVM

utilized the filter feature set to achieve a performance of

MAE = 0.1573. Figure 6 shows a comparison between

the tuned and not tuned ML models in terms of MAE,

MSE, and RMSE. As can be seen, the LSTM model

achieved the best results in all metrics.

Fig. 5 Comparison of performance LSTM models for three-class and four-class problems, (a) CV and (b) testing

Table 6 Results of conventional ML with default hyperparameters

and averaged time-series data

Models Features Evaluation metrics

MAE MSE RMSE

DT Full feature set 0.1803 0.0800 0.2556

Wrapper method 0.1774 0.1220 0.3466

Filter method 0.1864 0.1256 0.3526

Ridge Full feature set 0.1717 0.0681 0.2605

Wrapper method 0.1609 0.0615 0.2477

Filter method 0.1636 0.0629 0.2481

Lasso Full feature set 0.1713 0.0641 0.2531

Wrapper method 0.1713 0.0641 0.2531

Filter method 0.1734 0.0651 0.2514

RF Full feature set 0.1580 0.0637 0.2524

Wrapper method 0.1555 0.0631 0.2510

Filter method 0.1574 0.0619 0.2469

SVM Full feature set 0.1553 0.0601 0.2450

Wrapper method 0.1492 0.0591 0.2432

Filter method 0.1587 0.0619 0.2433
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• In the third experiment, we studied the role of time

series data on the performance of ML models. As

discussed, the LSTM model was based on time series

data from four time steps: BL, M06, M12, and M18. In

this experiment, we flattened the four-time steps, as

shown in Fig. 3. The conventional ML models were

tuned using grid search techniques and fusion of the

flattened time series and BL modality. Table 8 shows

the results of the conventional ML models. Note that

FFNN was excluded from this experiment because we

concentrated on this model in the following experiment.

RF achieved the best results based on the filter feature

set (i.e., MAE = 0.1476). The best MAE for the DT

model was 0.1509 based on the wrapper feature set. The

Ridge model achieved the best MAE of 0.1590 based

on the filter feature set. The Lasso regressor achieved

the same performance using the full and wrapper

feature sets (i.e., MAE = 0.1713). Finally, SVM

depended on the full feature set to achieve the

performance of MAE = 0.1525. By comparing the

performance of tuned conventional ML models based

on averaged time series with flattened time series, we

found that flattening the data decreased the performance

of all models. This is because the flattened datasets had

a huge number of features compared with the averaged

datasets (see Fig. 3). In numbers, assume that we have n

features in every time step, and we have t time steps,

then after flattening the number of features becomes

n� t.

This large number of features is too noisy to be trained

properly by conventional ML models. From the previous

experiment, we discovered that the flattening of time series

data did not help to improve the performance of the tuned

conventional ML models. In the fourth experiment, we

explored the role of flattened time-series data to enhance

the deep FFNN model, see Table 8. In addition, we

investigated the performance of deep FFNN based on the

baseline visit data only and based on the M18 visit only.

Note that the baseline visit had a more significant time gap

to the M48 visit compared with the M18 visit. As a result, it

was expected that the performance of M18 data would be

higher than that of baseline data because as the gap

shortens, the model becomes more confident. FFNN

achieved the best results based on the flattened time series

data and wrapper feature set (i.e., MAE = 0.1452). In

contrast to the conventional ML models, the performance

of the FFNN model improved based on the flattened time

series compared with the averaged time-series experiment.

This finding indicates that the deep neural network can

learn more complex patterns and deep feature representa-

tions from high-dimensional data. Using the baseline time

Table 7 Results of tuned LSTM, conventional ML, and FFNN using

averaged time-series

Models Features Evaluation metrics

MAE MSE RMSE

LSTM Full feature set 0.1531 0.0585 0.2419

Wrapper method 0.1440 0.0570 0.2387

Filter method 0.1375 0.0538 0.2318

DT Full feature set 0.1484 0.0597 0.2443

Wrapper method 0.1453 0.0624 0.2493

Filter method 0.1439 0.0557 0.2359

Ridge Full feature set 0.1576 0.0625 0.2496

Wrapper method 0.1555 0.0598 0.2444

Filter method 0.1527 0.0595 0.2439

Lasso Full feature set 0.1713 0.0641 0.2531

Wrapper method 0.1733 0.0650 0.2535

Filter method 0.1713 0.0641 0.2531

RF Full feature set 0.1538 0.0617 0.2459

Wrapper method 0.1539 0.0623 0.2494

Filter method 0.1493 0.0613 0.2475

SVM Full feature set 0.1573 0.0616 0.2479

Wrapper method 0.1609 0.0616 0.2420

Filter method 0.1573 0.0590 0.2429

FFNN Full feature set 0.1547 0.0586 0.2421

Wrapper method 0.1492 0.0579 0.2406

Filter method 0.1441 0.0585 0.2420

Fig. 6 Comparison of default and tuned hyperparameter settings, (a) MAE, (b) MSE, and (c) RMSE
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step to optimize and train the deep FFNN, the model

achieved its lowest MAE of 0.1689 based on the wrapper

feature set and the lowest MAE 0.0638 based on the

complete feature set. Using the data from the M18 visit, we

noticed that the performance was improved compared with

the baseline visit performance, as expected. The FFNN

achieved the best MAE of 0.1563 based on the complete

feature set.

Figure 7 provides a summary of all the studied regres-

sion models. It compares the best models from all regres-

sion experiments, including SVM based on the wrapper

feature set and default hyperparameters, RF-based on the

filter feature set and tuned feature set, FFNN based on the

wrapper feature set and flattened time series, and LSTM

based on the filter feature set and tuned architecture. We

compared the MAE, MSE, and RMSE of the different

models. As it is clearly shown, the deep LSTM model

achieved the best scores for all metrics. We can conclude

from these results that the LSTM model is able to learn the

temporal dependency between time series features and

between different features. It is worth noting that these

features are lost using the flattened time series with the

deep FFNN.

As far as we know, no study in the literature on AD has

predicted the exact conversion time of MCI patients. Most

studies either model AD progression detection as a binary

classification problem [1, 26, 45] (e.g., CN vs. AD [9],

MCI vs. AD [10], sMCI vs. pMCI [8, 11]). For example,

Westman et al. [68] achieved an accuracy of 91.8% for

classifying AD vs. CN based on combined MRI and CSF

Table 8 Results of conventional

ML and FFNN with grid search

and flattened time-series

Models Features Evaluation metrics

MAE MSE RMSE

DT Full feature set 0.1547 0.0630 0.2500

Wrapper method 0.1509 0.0610 0.2469

Filter method 0.1524 0.0608 0.2466

Ridge Full feature set 0.1709 0.0655 0.2554

Wrapper method 0.1658 0.0683 0.2608

Filter method 0.1590 0.0624 0.2498

Lasso Full feature set 0.1713 0.0641 0.2531

Wrapper method 0.1713 0.0641 0.2531

Filter method 0.1714 0.0641 0.2532

RF Full feature set 0.1550 0.0608 0.2445

Wrapper method 0.1506 0.0601 0.2450

Filter method 0.1476 0.0608 0.2463

SVM Full feature set 0.1525 0.0586 0.2418

Wrapper method 0.1571 0.0628 0.2502

Filter method 0.1622 0.0624 0.2495

FFNN ? baseline time step Full feature set 0.1691 0.0638 0.2527

Wrapper method 0.1689 0.0641 0.2532

Filter method 0.1710 0.0640 0.2530

FFNN ? M18 time step Full feature set 0.1563 0.0597 0.2443

Wrapper method 0.1567 0.0580 0.2408

Filter method 0.1620 0.0621 0.2491

FFNN ? flattened time series Full feature set 0.1547 0.0586 0.2422

Wrapper method 0.1452 0.0568 0.2382

Filter method 0.1670 0.0628 0.2506

Fig. 7 Proposed two stages framework for hybrid AD diagnosis and

conversion prediction

Neural Computing and Applications

123



data. Their performance dropped to 71.8% for MCI vs. CN.

Although these studies were able to achieve outstanding

results, their outcomes are not valuable to medical experts

because AD is a complex chronic disease whose conver-

sion takes a long time and whose detection is based on

multimodal time series data analysis [14, 24, 67]. However,

some studies have modelled AD progression as a four-class

classification task (CN vs. sMCI vs. pMCI vs. AD)

[12, 14, 36, 50, 52, 68–71]. For example, Yao et al. [50]

achieved 54.38% accuracy using a hierarchical ensemble

and based on baseline data of MRI, age, gender, and

MMSE. Nanni et al. [52] achieved 52.92% accuracy using

a voting classifier and baseline MRI, age, and MMSE data.

Liu et al. [48] achieved an accuracy of 51.8% based on

CNN and baseline MRI data. Sorensen et al. [68] achieved

59.10% accuracy using bagging and baseline MRI data,

age, gender, and MMSE. Other studies achieved similar

accuracies, such as Dimitriadis and Liparas [69] (61.90%),

and Jin and Deng [14] (56.25%). This kind of multiclass

classification problem is more challenging, and all studies

achieved low performance. For example, Jin and Deng [14]

achieved an sMCI vs. pMCI accuracy of 60%, but the four-

class prediction accuracy was only 30%. Relaxing the four-

class problem to a three-class one enhances the perfor-

mance. For example, Moore et al. [12] achieved 73%

accuracy based on an RF classifier and baseline data of

MRI and CSs. However, previous studies have ignored the

prediction of the exact conversion time of MCI cases. As a

result, there are two major challenges in this field of study:

(1) to accurately predict the patient’s class (CN, MCI, or

AD), and (2) to concentrate on the MCI category and

predict the exact conversion time of pMCI patients.

5 Limitations and future directions

In this study, we propose a novel framework to predict the

patient’s AD progression and the exact conversion time for

pMCI patients. The study achieved superior results. Based

on these results, the proposed framework could be inte-

grated in a real electronic health record (EHR) environ-

ment. Figure 8 illustrates the high-level sequence of steps

for system development and usage. The figure shows how

the deployed system from the proposed model could be

integrated in the EHR system in hospitals. The current

study has three major limitations that will be handled in our

future studies. First, medical experts do not trust machine

learning decisions without an accurate and robust expla-

nation [45]. There are many techniques to provide

explainability features to a ML model [72] We will extend

the current study to provide physicians with explanations in

different formats, including feature importance [23], fuzzy

rules [73], natural language text [74], and similar cases

[75].

Second, we will integrate deep learning and machine

learning capabilities to implement hybrid models [67]. This

hybridization is expected to improve the diagnosis accu-

racy of the resulting models. Third, because many AD

patients might live in developing countries, where

advanced technologies like MRI and PET are not available

[25, 76]. Building a decision support system based on cost-

effective (bio) markers and lab tests could help detect MCI

and AD patients in these poor regions of the world.

6 Conclusion

In this paper, we proposed an DL model for AD detection

and pMCI conversion time prediction based on the early

fusion of multimodal time-series data. Specifically, the

framework was implemented based on an LSTM classifi-

cation model as a first stage, and then an LSTM regression

model as a second stage. The proposed model was able to

predict the exact time of AD conversion for MCI patients.

To select the best model, we implemented and tuned a

collection of ML and DL classifiers and regressors based

on a large collection of real prepared cases from the ADNI

dataset. Further, we explored different feature selection

techniques and different forms of using the time series

data. Extensive experiments showed that the LSTM-based

classifier achieved the highest CV results using the wrap-

per-based feature set. In contrast, the LSTM-based

regressor achieved the highest results using the filter-based

feature set.

It is worth noting that we used a novel method based on

the ‘divide and conquer’ concept. Our two-stage frame-

work was based on a three-class classification task to

determine a patient class in the first stage. In the second

stage, the model concentrated on MCI patients to decide on

their exact progression time. This is the first study to deal

with this issue in the AD domain. However, our study still

has some limitations. The first limitation is that the model’s

decisions are not interpretable. A domain expert would not

be able to understand why the model took specific deci-

sions. This problem is related to explainability, fairness,

and accountability which are at the core of explainable

artificial intelligence. In the future, we will extend this

work to convert this black-box model into a glass-box one.

The second limitation is related to the fusion of other

critical modalities, such as PET, symptoms, lab tests, and

genetic data. Furthermore, medication modality is cost-

effective and could have an important role in AD pro-

gression detection. We will explore the role of this

modality in the future studies. The fusion of multimodali-

ties will improve the stability of and confidence in the
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model. In addition, this will increase medical experts’ trust

in it. These issues will be handled in our future work. The

proposed model can be used to solve other medical and

non-medical problems that that are based on time series

data and could be formulated as two-stage task. Scientists

in other domains can consider the proposed model for their

problem solving as a way for applying deep learning

algorithms in time series data analysis. The used LSTM

model is considered as the best technique for learning deep

representations from time series data. In the same time,

formulating the problem in two stages relaxes the com-

plexity of a problem and could improves the performance

of the model.
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