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Abstract
Alzheimer's disease (AD), cerebrovascular disease, Lewy-body disease, and Frontal–temporal degeneration disease are the 
age-related cognitive impairments that cause dementia. However, AD is the primary cause of dementia that causes brain cell 
degeneration in the geriatric community. Brain cell degeneration is the crucial cause of AD, due to the abnormal accumula-
tion of indissoluble clumps known as plaques and tangles in the human brain's neurons. Amyloid precursor protein levels 
and Apolipoprotein -E gene are the biomarkers of AD since it causes accumulations and hence blocks the neuron transport 
system throughout the body. The early onset of AD includes mild-cognitive impairment (MCI) that progresses to complete 
dementia. Many related works include AD prediction using clinical modality images and cognitive assessments scores of the 
individuals but have not addressed comparative genome study for significant subjects. However, there is a lack of affordable 
biomarkers for the effective early detection of high-risk individuals. In this study, we utilize one or more features of Magnetic 
Resonance Imaging (MRI) tests and Apolipoprotein-E genotype sequence that provides more significant biomarkers for the 
early prediction. The ML classifiers including Support vector classifier, Gaussian process, AdaBoost, Random Forest, Deci-
sion trees learns the subset of patterns that predicts the AD with gene descriptors from microRNA expression profile and the 
profiled gene pattern. These significant multiple gene descriptors provide a supportive prediction methodology that apply 
genotype strength with the ensemble classifiers. The final optimal model is given by validation evaluations. The support 
vector classifier and Random Forest classifiers had given consistent results for disease conversion and progression from MRI 
attributes and had given promising results with the validation that showed accuracy greater than 80% and F1 weighted score 
of 0.8 in disease classification and prognosis. The experimental results had proven 95% accuracy in the saliency values of 
APOE isoforms implemented in DragonNN framework that will vary AD pathogenic. Hence particular focus and clinical 
interventions can be given on Aβ genome dependent subjects that predicts the disease.

Keywords Magnetic resonance imaging (MRI) · Mild cognitive impairment (MCI) · Apolipoprotein-E genotype · Support 
vector classifier · Random forest classifiers · DragonNN

1 Introduction

Aging is the natural process every human being will acquire 
without any choice. Global Ageing community gets increas-
ing due to improvement in medicines. The most imperial 
problem in the life of old aged people is the gradual impair-
ment in their memory skills, which faints as the years' pass. 
Various studies show that the loss of memory and cogni-
tive skills is due to the degeneration of their brain cells. 
The brain is composed of billions of these brain cells called 
neurons that communicate information to and from the brain 
and the entire body. Synapses connects these building block 
neurons. It transmits signals throughout the brain cells that 
aids memory, thinking, and decision making. Due to aging 
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and several genetic reasons these neurons may degenerate. 
This degeneration occurs due to heredity, stress, lifestyle, 
and various other causes. When this degeneration is mild 
and expected, then the memory skills they lose seem toler-
able. Once elderly individuals get abnormal memory loss, it 
is evident that Alzheimer's disease (AD) is already onset.AD 
is the high-risk factor that causes dementia [1]. Alzheimer's 
disease would exhibit numerous structural changes in the 
brain and behavioral changes in individuals before the actual 
onset. It causes vast depletion of memory cells. The two 
main factors that destroy brain cells are tangles and plaques. 
These are delicate specks formed by the abnormality of spe-
cific proteins in the brain, such as beta-amyloid and Tau pro-
teins. Accumulation of plaques and tangles inside the brain 
and within the synapses blocks communication throughout 
the brain [2]. These chemical changes and electrical imbal-
ance are because of Alzheimer's disease that occurs in the 
brain about ten to fifteen years before the actual onset of 
disease and memory loss. It is crucial to research why not 
all mild cognitively impaired individuals are subjected to 
AD. Their disease progression depends on various predic-
tors such as Mini-Mental state examination (MMSE score), 
Hippocampus volume of the brain, and various other genetic 
factors. These genetic factors that cause late Alzheimer's 
disease are called biomarkers in the gene or cerebrospinal 
fluid [3]. These predictors are taken as input features into 
our classifier. We evaluated the predictors that classify these 
ensemble features as Mild-Cognitively impaired, Normal 
Cognitive due to aging, and Alzheimer's disease using Sup-
port vectors, Random Forest classifiers, and Ensemble Tree. 
Thus, clinicians perform initial treatments that may postpone 
disease onset by healing and rescuing the brain cells from 
degenerations. The present investigation classifies the pre-
dictor with average cognitive decline related to normal aging 
or the actual symptoms of the cognitive disorder for demen-
tia in the early stage [4, 5]. The success of the research in 
this problem lies in the earlier diagnosis and classification 
of subjects into disease progressing groups or stable groups.

This study acquired Mini-Mental State Examination 
score, Clinical Dementia Rating, Estimated Total Intracra-
nial Volume, Normalize Whole Brain Volume, and Atlas 
Scaling Factor for building random forest and SVM clas-
sifiers. The classifiers analyze the input feature predictors 
for early diagnosis of Alzheimer's disease. To improve 
the model's performance, we utilized blood sample data 
obtained from the public repository. We curated the gene 
expression data for predicting the deterministic gene variants 
that act as carriers of AD and increase the risk of the onset of 
AD in individuals. Thus, appropriate clinical interventions 
delay or cure AD's late-onset and treat AD's genetic carriers. 
Hence this optimal multitask classifier framework provides a 
clinically flexible strategy that utilizes real-time neuroimag-
ing predictors to classify the individuals with Alzheimer's 

Disease and link the genome deep learning model that iden-
tifies the physiopathology cohorts in very early stages.

2  Related Works

Various scientific researches are ongoing that provide the 
solution to the AD disease sufferers in diagnosis. A set of 
research works include utilizing MRI, PET scan modal-
ity images and training the deep neural network layer that 
derives patterns of AD and normal brain. [6] Machine learn-
ing models have utilized Lewy Body disease and Micro 
RNA array structure for disease prediction. This work imple-
mented ML classifiers and combined the total error rate that 
exceeds the threshold level the classifier is bagged with other 
datasets. [7] The work had constructed a class balanced and 
imbalanced risk prediction model and achieved an accu-
racy of 90% using all the clinical data sources available in 
single-dimensional space. It also calculated the matching 
gene pattern obtained by profiling the target. It further pre-
dicted candidate target genes from the miRNAs. Gene set 
enrichment analysis of the miRNA target genes revealed 6 
functional genes included in the DHA signaling pathway 
associated with DLB pathology. Two of them are supported 
by gene-based association studies using many single nucleo-
tide polymorphism markers (BCL2L1: P = 0.012, PIK3R2: 
P = 0.021). These gene-based associations are studies to 
predict the family history of dementia. Many studies proved 
good accuracy in the hippocampus volume of the human 
brain since degeneration is the highly vulnerable symptom 
once pathology begins. [8] proposed a logistic regression 
hypothesis in multiclass classification among the scattered 
data sources available from dementia cohorts, and accuracy 
is successfully derived [9]. Numerous investigations were 
performed on master framework answers for Alzheimer's 
illness and Mild Cognitive Impairment changes. The sig-
nificance of interesting features in AD disease prediction 
involves selecting essential biomarkers that are applied with 
various AI algorithms that have shown good accuracy in the 
disease conversion of AD. Neuroimaging considers the fun-
damental and actual changes in the brain due to aging, and 
provides the disease conversion from mild cognitive impair-
ment stages to AD with intellectual disability [10]. A few 
studies have implemented structural changes in the cerebrum 
from MRI imaging procedures and functional changes from 
PET imaging, which are biomarkers for detecting Alzhei-
mer's disease in its early stages. MRI imaging highlights that 
structural feature extraction has been the subject of numer-
ous trials. The information about the hippocampus volume is 
utilized to monitor fundamental changes in mind that occur 
due to neuron degeneration. It serves as an essential bio-
marker for disease visual proof caused by abnormal protein 
accumulation in neurons. Beta-amyloid and tau aggregations 
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are examples of such aggregates that block neurons and, as 
a result, induce cell death. [11] Because of advancements 
in the hippocampus and cortical mind dispersion, the cer-
ebrum volume also changes with disease progression. Neu-
ron degeneration, cell death, and genetic transformations all 
contribute to the structure, volume, and thickness changes 
that occur long before the onset of symptoms. Because of 
starting mind changes, cerebrum oversees without indicating 
any infection manifestations, and persistent synapse harm 
caused more social variations from the abnormalities [12].

The present study employs different features from MRI 
reports such as MSME, ASF, NBW combined with Apoli-
poprotein E gene analysis and trains using deep learning 
classifiers (Fig. 1).

2.1  Materials and Methods

2.1.1  Participants

The data utilized in the present work are obtained from 
ADNI participants that describe the demented group stud-
ied from MRI and PET scans. The cross-sectional data of 
the first 600 controls from the cognitive complaint cohorts 
are analyzed. This data consists of 1800 participants over 
age 64, including 44% female and 66% male, whose clinical 
investigations include 6000 samples during various follow-
ups. This study performs a novel methodology that differ-
entiates each feature and compares it with the APO gene 
pattern that acts as a biomarker. [13].

ADNI launched in 2003 is the public repository pro-
viding MRI and PET scan data examined during various 
annual assessments and regular follow-ups of elderly indi-
viduals. The repository of high dimensional longitudinal 
collaborative data, including clinical, genetic, imaging, 
and biochemical values, the significant biomarkers for 
vast neurodegenerative cognitive diseases. provides more 
advanced genetic information, including APOE apolipopro-
tein E of the Homosapiens category, the protein encoded 
gene of the apoprotein chromosome. This chromosome car-
ries the memory of pathology ‘Y’ gene across generations. 
With several types of genes present as C1, C2 clusters, the 
particular occurrence of the gene or mutations of the gene 
causes family dementia onset. This pattern compares other 
descriptors studied from MRI data that classify whether the 
pathology causes Type I or Type II imbalance in chromo-
some and genome levels. This implies whether the pathol-
ogy affects neurodegeneration or cardiovascular illness in 
humans. ADNI consisted of gene expression profiling data 
from the samples collected from ADNI participants acquired 
during clinical investigations. Affymetrix Human Genome 
U219 is utilized by ADNI in gene expression profiling 
retaining the mRNA. The neurodegeneration scores of input 
feature classifiers for the present study which give MMSE 

(Mini-Mental State Examination), CDR (Clinical Dementia 
Rating), eTIV (Estimated Total Intracranial Volume), nWBV 
(Normalize WholeBrain Volume), ASF (Atlas scaling fac-
tor), APOLIPO(Apolipoprotein-E) are studied Table 1. Fig-
ure 2, 3) represents a correlation plot study that visualizes 
the correlation between gene variants acquired from NCBI 
samples in gene profiling stages.

2.1.2  Gaussian Process

The classification tasks are initially performed with the 
Gaussian process that chooses the first set of combined 
features given in Table 1. It is evaluated for kernel density 
distribution function. This distribution ensures a Gaussian 
process with the normal distribution of data and balanced 
classes. The kernel density distribution function is given 
by (1),

ruwhere the parameters, Ý, α gives the complexity and error 
rate of the model. These are the main and auxiliary features 
of different subjects with volumetric weights. This substi-
tutes the cost of multi-classified data. The disease data of 
500 subjects given in longitudinal dimension, the conversion 
ratio from MCI to Dementia calculates this process iterating 
the kernel distribution function. After prediction, validation 
is performed for a set of 172 filtered baseline studies that 
show a separating boundary between classes (Table 2). 

Then within each of these two subgroups, the model con-
sidered the predictors that might split those subgroups. So, 
the following query arises at this diagnosis as to the survival 
rate greater than 78%. Then the disease was more likely to 
present symptoms for normal cognitive disability of older 
individuals whose survival rate is more. [17] proposed an 
algorithm that continues in a gaussian distribution man-
ner until MMSE score and brain volume features are split 
out into smallest subsamples, the smallest subgroups that 
are grouped with kernel density function K(Z,Z']. Within 
each of these randomly generated trees, leaves of the tree 
and predictions were homogeneous. There are different 

(1)K
(
Z, Z�

)
= D

[
Y �||�2

]

Table1  Neurodegeneration score for the studied sample

Groups MCI AD NC

No of subjects 220 220 160
Age 60–80  > 70  > 60
MMSE 30 34 17
CDR 1 1.5 0.5
eTIV 1456 1558 1123
nwBV 0.88 0.98 0.72
ASF 1.56 1.76 0.8
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Scan1 Scan2 Scan3

Fig. 1  MRI acquisition plane – Sagittal.Scan-1: cognitively normal aged individual, scan-2:AD individual and scan-3: Mild cognitively impaired 
individual (MCI)

Fig. 2  Gene Co-relation Analysis of Transcriptome data
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measures of impurities measures based on probabilities of 
classes that resulted from decision trees. Let us consider 
the classification of disease using random forest, [18] where 
the homogenous classes and purity considers the calculated 
prediction probability. Class (C) probability for the (N) ran-
dom subsamples gives the total classes that trees resulted in 
through each iteration. For the predictor variables Xi…, Xn, 
the misclassification error is given as the difference between 
Gini index  (PCN), calculated in (2), for the probabilities of 
features assigned to class C that includes the subjects with 
progressive or stable cognitive impairment for variables N. 
Prediction probability and misclassification prediction given 
in (3), (4)

2.1.3  Ada Boost Algorithm

Considered subject n=i1,  i2,  i3, …,  in-1, the classification 
subjects are given as Demented and non-demented. This 
score is a bootstrap for iteration that starts from previ-
ous variables. The conversion of the predicted class from 

(2)PCN = 1
/
Nn

∑xn

xi in ci
(1)Yi = Ci

(3)1 − PCN = 1 − 1
/
Nn

∑xn

xi in ci
(1)Yi = Ci

(4)
∑

PCnNn = 1 −
∑

P2CiNj

Fig. 3  System Architecture of 
Multi-classifier Machine learn-
ing model in AD diagnosis

Table 2  Comparison of various diagnosis models and modalities for 
disease classification

Modality Diagnostic models Accuracy F1-Score

MRI Randomn Forest 0.83 0.80
ADNI Test 0.82 0.59
AIBL 0.76 0.69
FHS
COGNITIVE ASSESS-

MENT
ADNI Test Randomn Forest
AIBL 0.95 0.95
FHS 0.91 0.77
MRI
ADNI Test SVM 0.83 0.80
AIBL 0.82 0.59
FHS 0.76 0.69
COGNITIVE ASSESS-

MENT
ADNI Test SVM
AIBL 0.95 0.95
FHS 0.91 0.77

0.76 0.51
Gaussian 0.82 0.81

Apolipoprotein-E geno-
type

SVM 0.82 0.82

Learning model Random Forest 0.81 0.80
Genetic Risk Prediction 0.98 0.9
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weaker to stronger attribute that has the best discrimina-
tory characteristic is given to the classifier. Their process 
involves specifying the base classifier and its input data. 
Ensemble of the classifier is considered and the error rate 
from the Ada Boost model is calculated as the difference 
between continuous and multi-class categorical measures. 
The probability  Pada given in (5) for the number of training 
samples predicting the class with N instances is given as,

Suppose the training set is implemented and learned 
with the ensemble of classifier and has given a low error 
rate, the result is passed to the next index value in per-
formance iteration. This error rate is compared and the 
minimum error rate derived from classifier performance 
is considered for prediction [19]. This works by consider-
ing the voting results given by each iteration of the ADA 
boost classifier.

2.1.4  Support Vector Classifier

This classifier generates a hyperplane for linearly separa-
ble two-dimension data. The hyperplane passed through 
mild dementated cognitively normal, normal, and AD con-
trol groups. When concatenated with feature descriptors, 
the genetic information uses another function for mapping 
the two-dimensional space to higher-dimensional space.

The equation of hyperplane is assumed as Y’=mx+c, 
where two descriptors are substituted and the average given

where for given output Y’, the hyperplane conversion param-
eter is given as feature vector Z. The decision boundary is 
derived as a minimum of several iterative training points. 
The function of matching APOLIPO protein is given as a 
hyperparameter for linear separable plane conversion of dis-
ease data in spatial feature sets. (7) Function F(Y) predicts 
classification results came out when kernel Y’ (6), is chosen. 
In multi-dimensional space, each pixel is separated from 
linear non-separable data.

During kernel initialization and conversion from 2D 
space to n-dimensional kernel mapping function given as 
polynomial radial density sigmoid function. This is the 
optimization function with its kernel distribution func-
tion for spatial features such as MMSE score and Clinical 
Dementia Rating. The performance evaluation and param-
eter tuning are implemented that handles the distance of 
measure between Y' and y' of distributed features.

(5)Pada = 1∕2 log
[
1 − totalerror

]

(6)Y , = m
[
x1 + x2∕2

]
+ c

(7)F
(
Y �
)
= Z

[
Y � − Y �

/
2
]

2.1.5  Ensemble Tree

The present ensemble classifier is used with random for-
est, where the trees are constructed to utilize the clinical 
data and cognitive descriptors. Each tree-based gradient 
descent follows learning and training from each row vector 
and column vectors available in the data source iteratively. 
We have calculated the learning and error rate by con-
structing the N depth of decision trees. Where each tree 
is compared with N-depth of column descriptors, N-tree 
minimum split, minimum samples, and learning rate which 
reached around (0.1 to 0.2). This process is repeated for N 
slices of feature vectors.

Gaussian process, decision tree, random forest, support 
vector classifier, and Ada boost were used for model con-
struction. Using K-fold validation each dataset is mapped 
with Apolipoprotein E genetic information and RNDmin 
value is given to each layer in the learning model as imple-
mented in [20]. The model learning is performed step by 
step and a highly voted prediction algorithm is mapped for 
genomic validation with the comparison graph. The model 
is fine-tuned using completed in-depth real-time data that 
helped us derive error rates. We analyzed to implement a 
feature selection algorithm that minimizes error rate with 
value classifier and equivalent descriptors in the selection 
process.

The final ensemble model was constructed by iterat-
ing and wrapping up 4 clinical features which showed 
improved performance. MRI features acquired by ADNI 
are thus learned with these ensemble models and are clas-
sified based on volumetric brain changes and results are 
shown in Fig. 4. which gives classification and conversion 
probability applying the functions (1) to (7) in the high 
dimensional feature vectors. Thus, the ML classifier is the 
linear training model where distributed nonlinear features 
are trained in non-linear space with kernel transformation 
function given in (8), (9):

These measures give hyperparameter optimization dur-
ing the training process that eliminates random subsets of 
irrelevant categorical classes. Thus, the pre-processing of 
sparse input features ƛ1, 2…i and subset of feature visualiza-
tion obtained from machine learning classifier is intuitive 
in obtaining disease-related datasets, combining these dis-
ease predictions that are matched with gene sequences and 
familial causes of disease onset is that are evaluated in next 
stage classifier. The kernel transformation function applied 

(8)� =
∑i

n=1
|λi|

(9)K
(
m,m

�)
= e log (�)
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between input non-linear space features ‘m’ mapped to the 
linear space ‘m`’ for Naive classification,

2.1.6  Gene Visualization

ADNI consisted of Gene expression profiling data from 
800 ADNI participants from ADNI genetic study cohorts. 
Affymetrix Human Genome U219 is utilized by ADNI 
in gene expression profiling withholding the mRNA [21]. 
There are various frameworks to extract transcriptome pat-
terns from the ADNI gene expression dataset. The disease-
causing gene has resulted from RNA produced by DNA 
in individual brain cells of humans. The long non-coding 
RNA sequence and splicing code details are studied by 
deep networks. DNA methylation from each cell identifies 
the pathogenic regions of the genome that are significant 
carriers of AD, known as promoters. The protein tran-
script genome available in the chromosome is the carrier 
of disease phenotype in several familial hierarchies trans-
mitted pathologies. Early prognosis is the key factor for 

the present study. Thus, utilizing gene sequences present 
in chromosomes available in cerebrospinal fluid tissues 
of the cohorts provides various interactions phenotypes 
with the proteins. We use the CGA CCG AAC TCC  allele 
[adenine (A), cytosine (C), guanine (G), thymine (T)] 
in the study of the Apolipo genotype that is available in 
Amyloid Precursor Protein. Where C and T are the com-
mon and variant allele gene pattern that causes gene muta-
tion from 1–23 copies to 1500 copies associated with the 
datasets available from several chromosome studies. Each 
genotype contributes to a weak and robust association of 
potential pathology causing abnormal protein deposition 
and neurodegeneration. [22] proven that APO-€2, -€3, 
-€4 are the Apolipoprotein variants the combination of 
which causes the onset of Alzheimer's disease in the late 
seventies. This study considered a microarray of transcrip-
tomes from aging community cohorts [23]. Chromosome 9 
groups study showed rs429358 and common allele variant 
genotype rs7412 are the transcriptome variants co-related 
to all the gene causing pathological carriers.

Fig. 4  Classifier results of AD prediction and MCI to AD conversion probability
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This protein information causing frontal–temporal neuron 
degeneration consisting of RNA-binding proteins that imply 
cellular expressions and numerous mutations of genotypes 
causes future pathology. K-means clustering is performed 
and the genomic dataset that resulted in the predictor gene 
acts as classifier threshold for the optimal classifiers, we 
derive in the previous algorithm [24]. This is an unsuper-
vised methodology that improves classification accuracy 
since we implement selecting Chromosome 9 and genes 
from trisomy. The gene pattern and variant combination 
are checked before each cluster formed for rs429358 and 
rs7412 among different alleles of gene sets participated in 
our study. At each stage in training the optimal classifier, 
we update the clustered and classified genotype expressions 
that are the main carriers of pathology in familial genes. 
The classification of each gene variant in C9 chromosomal 
rs429358 gene sequence and its variance for the number 
of SNP (Single nucleotide polymorphisms) molecules that 
cause further mutations are acquired in the form of one-hot 
encoding [25]. This encodes the base in DNA sequence as 
four-dimensional vectors given in (10).

We accomplished three steps in genetic data processing. 
In the first step, we extracted ADNI datasets consisted of 
gene expression variants for more than 100 samples, with 
a relative mean of 3.5 and above. In the second step, the 

(10)

K means clustering model implemented utilizing genome 
dataset trains the model with function P(g|y) =¥ (E (Log (K 
carrier)), where K denotes the clustered phenotype resulted 
from the clustering algorithm. This algorithm is estimated 
for various hyper-parameter tuning that are the carriers of 
other genetic disorders. As result, the bio-marker investiga-
tion of the genotype obtained from cluster results has proven 
as the accurate predictor for disease onset [26–28]. Consider 
if λ denotes a binding factor of DNA molecule in genome 
variant, a beta ensemble learning model to tune the parame-
ter inputs for input vectors where gene allele is considered as 
(aλ′s, bλ′s, cλ′s, dλ′s …) € P, where P is the actual predictor 
in the given gene expression. We can use the clustering algo-
rithm for a set of input genomic data, thus maximizing the 
input feature of C9FM genomic dataset E (Log (K carrier)). 
In the third step, training the model is performed with initial 
values of K, the selection of biomarker gene-phenotype for 
the optimal classifier is achieved. The feature selection in 
the clustering algorithm is performed with each associated 
allele, the sparse subset and correlation feature is obtained 
by Lasso Regression Co-efficient in each iteration.

Fig. 5 visualizes the DragonNN framework environment 
that utilizes the acquired genome data in training the neural 
network, that discriminates the DNS sequences binding to a 
transcription factor that is significant for AD with the com-
mon sequence.

In the third approach, we used the Lasso regression func-
tion to evaluate the minority allele gene combinations pre-
sent in the variance of genes across all groups. This function 
groups the set of genes with null hypothesis mean calcu-
lation across all DNA binding motifs of the Apo-€ gene. 
As result is the prediction P representing the importance 
of allele combination in group variable Y, N representing 
the significant and non-significant carriers. This ensures 
the Mild cognitive impairment to Alzheimer's disease 

Fig. 5  Training CNN model to recognize genetic variant patterns across space
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conversion based on regression factor using SNP-miRNA 
allele within chromosome studied as in Fig. 6

3  Results and Discussion

The software library required for the present study is scikit-
learn: machine learning in Python — scikit-learn 0.24.1 
library implemented in Jupyter Python notebook. Perfor-
mance evaluations are calculated with JDK 1.8/Net Beans 
8.2 as the front end utilizing the MRI attributes obtained 
from ADNI. The dragon toolkit provided the model interpre-
tation and DNA sequence simulations that ensure a bench-
mark in the AD prediction. The prediction results obtained 
from deep learning python modules are integrated with Java 
packages as native libraries and results are obtained. The 
bagging of data samples outperformed in tree structures of 
random forest, which are minimized by the final ensemble 
model that had balanced each dataset without affecting per-
formance. The novelty of the present study is the inclusion 
of various assessment scores and MRI features in the ensem-
ble model to train and discriminate between AD, MCI to 
AD, and NC classes. Combining each feature with match-
ing Apolipoprotein gene allele serves as a benchmark stand-
ard for dementia diagnosis and hence a vital discriminator 
feature (Fig. 7). Biomarker interaction in diseases such as 
cardio-vascular disease emphasizes the success of machine 
learning prediction models [29]. These biomarkers are 
common among cognitive disabilities since cardiovascular-
affected individuals possess a lack of nutrition and oxygen 
supplied to brain cells. Hence this attracts several novel bio-
markers that help in dementia prediction.

Similarly, we have plotted the accuracy and mean squared 
error to monitor the performance for positive response vari-
ables that signifies the polygenic risk factors from samples. 
The effective way to measure the success of a deep network 
is by the classification of sequence with novel test data set 

consisting of data that are not observed at all during training. 
Here, we evaluate the genome learning model on the test set 
and plot the result as a confusion matrix. Almost every test 
data variant should be correctly classified.

The correlation measure between various structural and 
demographic AD features are given by the probability of 
feature vectors that classifies the disease given in (11),

We found that support vector classifiers achieved an 
accuracy of above 80% for N fold cross-validation and 
0.78 F1 weighted scores with low mean accurate percent-
age error (MAPE) (Fig. 9). The most significant features 
are correlated for each classifier and voting of performance 
is derived. After analyzing the performance of the study 
data presented below, the entire dataset is evaluated for an 
accurate prediction model. This is implemented by applying 
tenfold cross-validation and high interesting features such as 
(age, MMSE, ETIV, Apolipo-E) are used and specific gene 
pattern is given for testing. From,6000 samples of miRNA 
genome sequence obtained from data source ‘APOE ε4 
genotype’ are checked with the following miRNA pattern 
GSM735100, GSM735101, GSM735102, GSM735103, 
GSM735104, GSM735105, GSM735106, GSM735107, and 
so on [30],which are unseen samples obtained from ADNI 
for validation of the model.

The final dementia diagnosis is calculated by apply-
ing this genotype strength with the ensemble classifiers 
and is analyzed for model error and accuracy as given in 
Fig. 8.The saliency values for the bases CGA CCG AAC 
TCC  appearing in the DNA sequence resembles the motif 
that are carriers of pathogenic variants and is interpreted 
as in Fig. 8. During validation, SVM and deep neural net-
work classifiers showed the best performance. During the 
validation phase, the training outperformed the biased 

(11)C =

N�

i,j=0

[1 − �x]
�
1 − �y

�
√
�x.�y

Fig. 6  a Frequency of various gene allele SNPs in Chromosome9 bLasso Regression Co-efficient
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genome datasets and high dimensional information such 
as the number of samples and high pathogenic risk distri-
bution, which are insufficient to train the perceptions of 
deep neural networks. In further experiments, we iterated 
several network parameters to improve performance such 
as feedback weights, mean square error, and early stopping 

that had shown increased performance which is more var-
ied from the default initial setting.

An explicit comparison of a deep convolutional neu-
ral network is performed with the existing studies, which 
utilized MRI modality features and Mini-Mental State 
Examination scores obtained from subjects of ADNI, AIBL 

Fig. 7  a Co-relation between multi-classifiers b Classifier performance c Optimal model accuracy

Fig. 8  Genetic Risk Prediction Model Performance
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(Australian Imaging Biomarkers and Lifestyle Study of Age-
ing), FHS (Framingham Heart study). The selected MRI fea-
tures and non-imaging genetic patterns from DNA sequence 
predicted Alzheimer's disease status, and performance met-
rics are evaluated. We noted cognitive assessment scores 
displayed higher accuracy and F1 score.

Several state-of-art works had achieved genetic variation 
and pathogenesis involving small gene samples that are inde-
pendent of structural AD features. However, the significance 
of genome variants relevant to disease is not well-addressed 
across the related researches. The present study showed vari-
ous protein levels, such as tau, a beta-amyloid precursor that 
changes the MMSE score below 25. All the control groups 
from mild cognitive impairment with Tau, PTau, αβ levels 
exhibit positive conversion from MCI to AD. The ensemble 
machine learning model combines image features such as 
intracranial volume of the brain, assessment scores, and gene 
variants to implement co-relation between each model. The 

learning system finds the different slices of input images to 
calculate the disease conversion and assess performance. 
The model achieved 86% accuracy in disease prediction par-
allelly the regression task carries the sampled data output 
given for each AD cohorts.

Future research needs animal models implementing the 
proposed study to identify dynamic variations between 
pathologies for disease detection. Yet, the animal studies 
and current research lack all confining views for pathologi-
cal variations in cognitive diseases like AD. Only a con-
cordant result from the structural and genetic features will 
result in suitable conversion from pre-clinical experiments 
to practical clinical therapy. The limitations of this study 
include the absence of an external validation mechanism 
that will ensure the stability of current research. The inves-
tigation resulted in a notable correlation between structural 
brain changes with biomarkers and gene patterns. Although 
subjects in this study are from the ADNI database, we can 

Fig. 9  Performance of Different Predictive models.a Dementia Progression Prediction Error. b Dementia Diagnosis Model Performance, c Drag-
onNN model Saliency Feature Map for Genome Variants
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demonstrate fundamental pathological differences between 
disease groups. Independent validation sets are essential for 
in-depth exploration and micro perspective experiments. 
Transgenic models would be implemented and validated 
in future studies to support accurate results obtained with 
Aβ gene patterns. A sizeable potential investigation of real-
time follow-up patients with MCI is necessary to address 
the prognostic challenges for practical implementation in a 
clinical discipline.

4  Conclusion and Future Work

Among various cognitive disabilities, dementia is the most 
life-threatening disease that affects the elderly community, 
caused by brain cell degeneration. We choose a selected 
subset of features from the sparse ADNI dataset and visual-
ized the first-stage disease diagnosis with high dimensional 
learning model. Then early predictors such as MMSE score, 
brain volume, and Apolipo gene pattern that act as biomark-
ers for AD are combined and are trained with the machine 
learning classifiers for disease diagnosis. We came out with 
the best classification performance and chosen the optimal 
model that had given 85% accuracy in classifying the pre-
dictors that cause dementia. The implementation in Drag-
onNN model had shown performance of different predic-
tive models, dementia progression prediction error, model 
performance and model saliency feature map for Genome 
Variants that supports in early disease diagnosis and thus 
appropriate clinical interventions would prevent the disease 
progression. Feasibly, future work could accommodate the 
optimization process in hyperparameters and may explore 
higher dimensional data that are segmented to fit the mod-
els. The present work could act as a pre-trained model for 
preliminary classification and can be extended with transfer 
learning models and can be validated with a large set of 
experimentations with results that achieve high classification 
accuracy. Furthermore, we may analyze the neural network 
architecture with hyperparameter variables for significant 
gene sequence classification and identifying the DNA bind-
ing motif. By including the investigation of Omics analysis 
of gene sequences such as Single nucleotide polymorphisms 
(SNPs) will improve this model's accuracy before it is imple-
mented in the healthcare industry.
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