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ABSTRACT
Using baseline biomarkers to predict the conversion of mild cognitive impairment (MCI) to Alzheimer’s dis-
ease (AD) has considerable clinical interest in recent years. The existing studies have several limitations,
including unsatisfactory accuracy due to MCI heterogeneity, use of conventional classification models that
require biomarkers to bemeasured all at once instead of sequentially and as needed, anduse of rawnumeri-
calmeasurement of the biomarkers insteadof discretized levels that aremore robust tomeasurement errors
and provide convenience for clinical utilization. To tackle these limitations, we propose a novel sequence
tree-based classifier (STC) for predicting the conversion of MCI to AD. Different from conventional classi-
fication models, STC achieves a sequential, as-needed use of biomarkers and a three-category classifica-
tion (high-risk converter, low-risk converter, and inconclusive diagnosis) by finding an optimal sequence
of biomarkers and two-sided cutoffs of each biomarker that satisfy pre-specified accuracy requirements
while minimizing the proportion of inconclusive diagnosis. STC is also a personalized approach, as it allows
patient characteristic variables to be included to help identify patient-specific cutoffs for each biomarker.
We apply STC to two important clinical applications using the data from the worldwide Alzheimer’s Disease
Neuroimaging Initiative project: prediction of MCI conversion and patient selection for AD-related clinical
trials.

1. Introduction

Alzheimer’s disease (AD) is an irreversible neurodegenerative
disease of the brain characterized by debilitating impairment
in daily activities and cognitive decline. More than five million
people in the US currently have AD, and the number is expected
to increase to 16 million by 2050. The direct healthcare cost is
over $200 billion per year and projected to reach $1.2 trillion
by 2050. Recent clinical trials designed to treat AD at the mild-
to moderate-dementia phase have been largely unsuccessful.
There is a growing consensus that treatment should target the
disease in its early phases before irreversible brain damage
occurs. Mild cognitive impairment (MCI) is a prodromal phase
of AD at which patients experience cognitive decline but have
not developed dementia. Treatment at the MCI phase could
potentially delay the progression to AD or even prevent the
patient from developing AD, and therefore has considerable
interest.

Important to early detection and prevention of AD is the use
of biomarkers to precisely predict the conversion of MCI to AD
within a clinical time of interest. According to the new diagnos-
tic guidelines recommended by the National Institute on Aging
and the Alzheimer’s Association (Albert et al., 2011), the impor-
tant biomarkers include those measuring Aβ deposition in
plagues and those linked to downstream neuronal degeneration
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of ADNI investigators can be found at: http://adni.loni.usc.edu/wp-content/uploads/how_to_apply/ADNI_Acknowledgement_List.pdf.
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or injury processes, such as the phosphorylated tau (p-tau) level
in cerebrospinal fluid (CSF), mean cerebral metabolism on 18F
fludeoxyglucose positron emission tomography (FDG-PET),
and hippocampal volume on structural magnetic resonance
imaging (MRI).

There has been a vast amount of studies aiming at using
biomarker data to predict the conversion of MCI patients to AD
(Barnes et al., 2014; Cui et al., 2011; Heister et al., 2011; Hinrichs
et al., 2011; Jack et al., 2010 a; Misra et al., 2009; Risacher et al.,
2009;Wee et al., 2013; Ye et al., 2012; Yu et al., 2012; Zhang et al.,
2012a, 2012b). A particular area of study with clear clinical rele-
vance is to achieve this prediction using baseline biomarkermea-
surements (Barnes et al., 2014; Cui et al., 20122; Heister et al.,
2011; Jack et al., 2010 a; Risacher et al., 2009;Wee et al., 2013; Ye
et al., 2012; Yu et al., 2012; Zhang et al., 2012b). Although using
longitudinal repeated measurements of the same biomarkers
has a potential to improve the prediction accuracy, this pro-
longs the diagnostic time span and makes clinical trials more
time-consuming and costly. In using baseline biomarkers to
predict MCI conversion, most of the existing studies built
statistical classification models that assign each MCI patient
to be a converter or non-converter using a pre-trained model.
The accuracy on large public datasets like the Alzheimer’s Dis-
ease Neuroimaging Initiative (ADNI) has been reported to be
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between 60% and 72%. However, the existing research has a few
limitations.

First, the prediction accuracy is unsatisfactory. This can
be attributed to the heterogeneity of MCI patients. That is,
there may be subgroups across which different biomarkers or
different combinations of biomarkers are useful for predicting
conversion to AD. MCI heterogeneity is a known challenge in
AD studies and has been reported in many papers (Cerami
et al., 2015; Yu et al., 2012). A recent study using the com-
prehensive dataset collected through the worldwide ADNI
project revealed that there is little agreement in using different
biomarkers for predicting the conversion of MCI to AD, such as
the p-tau level in CSF, mean cerebral metabolism on FDG-PET,
and hippocampal volume on MRI. Conflicting predictions by
the different biomarkers happen in roughly every third MCI
patient (Alexopouos et al., 2014). This provides strong evi-
dence that MCI is a heterogeneous group and that the existing
research of “one-model-fits-all” (OMFA) is unlikely to work
well. Here, OMFA means building one classification model,
which assumes the same multivariate association of biomarkers
with conversion/non-conversion, across all of the MCI patients.

Second, the existing research is bounded by an inherent
limitation of conventional classification models that require
the biomarkers to be measured all at once. This is because a
conventional classificationmodel takes the form of Y= f(X1,…,
Xp), where X1,…, Xp are biomarkers and Y is a binary variable
of conversion or non-conversion. When using this model to
predict an MCI patient, data on all of the biomarkers included
in themodel—i.e.,X1,…,Xp—must be available. Otherwise, the
model cannot be applied. Almost all of the commonly used clas-
sificationmodels have this limitation, such as logistic regression,
discriminate analysis, support vector machine, and artificial
neural network. However, requiring biomarkers to be available
all at once at the time of making a prediction/diagnosis does
not reflect the reality of clinical practices in which biomarkers
are typically measured sequentially. That is, the most predictive
biomarker is first tested for a patient. If the result is conclusive—
e.g., the patient is predicted to be a converter or non-converter
with a high confidence—no other biomarkers need to be tested.
Otherwise, if the result from the first biomarker is inconclu-
sive, an additional biomarker may be tested. More biomarkers
may be added until a conclusive diagnosis is reached. It is
also possible that no conclusive diagnosis can be reached,
even with all of the biomarkers having been tested, which
is common for early stages of a disease. If this happens, the
patient will be asked to come back to re-test during a follow-up
visit.

Lastly, in most existing research that uses biomarkers to
predict MCI conversion, biomarkers are treated as numerical
variables. Although the raw biomarker measurement is on a
numerical scale, clinical interpretation is typically based on
a cutoff that dichotomizes the biomarker into “positive” and
“negative.” For example, 1.21, 3260 mm3, and 23 pg/mL are the
currently used clinical cutoffs for the mean cerebral metabolism
on FDG-PET, hippocampal volume on MRI, and p-tau level
in CSF, respectively (Jack et al., 2008; Kim et al., 2011). Both
approaches have limitations. Using the raw, numerical measure-
ment of biomarkers is clinically inconvenient. Also, there may
be measurement errors associated with the testing instrument
and bias due to patient’s health condition and exposure to

environmental factors that potentially confound with the target
disease. This makes the use of raw biomarker measurement a
less robust approach. On the other hand, using a single cutoff, as
in the current clinical practice, is an oversimplification by ignor-
ing the quantitative relationship between biomarker values and
disease risks. Between using the numerical measurement and
a single cutoff, a “middle” approach that uses more discretized
levels of a biomarker may be more appropriate.

To overcome the aforementioned limitations of the existing
research, we propose a sequential tree-based classifier (STC)
for predicting MCI patients’ risks of converting to AD in this
article. Compared with conventional classification models,
STC does not require all of the biomarkers to be available for
every patient at the time of the prediction, but sequentially
adds biomarkers only when necessary. Another difference is
that, unlike conventional classification models that enforce
a binary decision (conversion vs. non-conversion) for each
patient, STC classifies patients into three categories: a clin-
ically defined high-risk (HR) category, a clinically defined
low-risk (LR) category, and an inconclusive category. The HR
and LR categories include MCI patients who will convert to
AD within a clinical time of interest with a high and a low
probability; e.g., 80% and 20%, respectively. HR patients need
immediate medical attention. LR patients can be cleared of
the disease or put on long-term observation. Patients falling
into the inconclusive category at the baseline may be asked
for a re-test in a follow-up visit. In essence, STC achieves the
sequential, as-needed use of biomarkers and the three-category
classification by finding an optimal sequence of biomarkers and
two-sided cutoffs of each biomarker that satisfy the HR and LR
requirement while minimizing the proportion of MCI patients
classified as inconclusive. Also, STC is personalized because it
allows patient-specific information such as age, gender, edu-
cation level, and genotyping to be included to help identify
patient-specific cutoffs for each biomarker. Additionally, STC is
flexible in the sense that it can be developed depending on the
available biomarkers in a clinic. Each clinic has a different level
of resources, which may limit its biomarker testing capability. A
model has limited use if it has to assume the same biomarkers to
be tested across different clinics. Finally, we would like to stress
that STC approaches the challenge of low accuracy in predicting
MCI conversion, which is faced by the existing research, from
a different angle. That is, a target prediction accuracy is first
defined, which is reflected by HR and LR, and it is then used by
STC for identifying groups of patients for which this accuracy
can be reached. This capability has tremendous value for disease
management and patient selection in clinical trials.

We apply STC to two important clinical applications using
the ADNI data. One is to predict/classify MCI patients into
HR, LR, or inconclusive categories so that appropriate medical
decisions can be made for each patient. The other application
is to help patient selection in clinical trials—i.e., identify a sub-
cohort ofMCI patients with a HR of converting to AD—as these
patients are more likely to benefit from the intervention being
tested. The remainder of this article is organized as follows:
Section 2 provides a literature review of the statistical methods
used for prediction ofMCI conversion to AD. Section 3 presents
the formulation, estimation, and algorithm of the proposed STC
model. Section 4 presents the application. Section 5 concludes
the article.
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2. Literature review

One of the most prominent findings on AD is that AD patients
have significant hippocampal atrophy that can be seen on an
MRI scan. Because of this, abundant research has been devoted
to using MRI imaging data for prediction of MCI conversion
to AD. Risacher et al. (2009) analyzed MRI data using voxel-
based morphometry and automated parcellation methods, and
identified the degree of neurodegeneration in medial tempo-
ral structures as the best antecedent MRI marker of imminent
conversion, with decreased hippocampal volume being themost
robust. Zhang et al. (2012b) applied a logistic regression model
on MRI imaging, and found that combining a medical tempo-
ral lobe atrophy scale (MTAS) and a brain atrophy and lesion
index (BALI) results in an improved predictive accuracy for
MCI conversion. Wee et al. (2013) proposed a novel approach
to extract correlativemorphological information fromMRI, and
demonstrated that combining this informationwith the conven-
tional ROI-based information via multi-kernel support vector
machines improves the prediction of MCI conversion.

Due to the complicated nature of MCI, it has been acknowl-
edged that using MRI data alone may not suffice. As a result,
abundant research has been done to integrate MRI with other
data sources such as CSF measurement, cognitive test scores,
and functional imaging like FDG-PET. Barnes et al. (2014) pro-
posed a point-based risk score for prediction of MCI conver-
sion, which combines MRI hippocampal subcortical volume
and middle temporal cortical thinning together with the scores
from several cognitive test instruments. Heister et al. (2011)
used a cox proportional hazard model to predict MCI conver-
sion, which integrated medial temporal atrophy measured by
MRI, CSF biomarker levels, and the degree of learning impair-
ment measured by the Rey Auditory Verbal Learning Test. Jack
et al. (2010a) proposed to integrate hippocampal volumes on
MRI with CSF Aβ42 levels and Pittsburgh compound B PET
measures in prediction of time-to-conversion fromMCI to AD.
Ye et al. (2012) proposed a sparse learningmodel that integrated
15 features from MRI scans, cognitive measures, and APOE
genotype.

Because multi-source data have been used in prediction of
MCI conversion, there is a growing interest in evaluating which
source carries the most weight. Toward this end, a number
of comparative studies have been performed. Landau et al.
(2010) compared APOE ϵ4 allele frequency, CSF measurement,
FDG-PET, hippocampal volume on MRI, and episodic mem-
ory performance at baseline. Their result showed that FDG-
PET and episodic memory best predicted MCI conversion to
AD. Cui et al. (2011) compared MRI morphometry features,
CSFmeasurement, and neuropsychological and functionalmea-
sures (NMs). Their result showed that NMs outperformed CSF
and MRI features. Yu et al. (2012) compared MRI, FDG-PET,
and CSF measurement, and found that MRI measures had the
best predictive power. Overall, the existing comparative studies
reached inconsistent conclusions regarding the relative impor-
tance of different data sources. The inconsistency might be
caused by the difference in the subject pools included in each
study and in the statistical methods used for the data analysis.
Another possible reason may be the inherent heterogeneity of
the MCI population. However, almost all of the studies reached
the same conclusion that integrating multi-source information

yields a significantly better accuracy than using a single data
source alone.

In addition to the aforementioned studies using baseline data,
longitudinal data have also been used forMCI prediction. Zhang
et al. (2012a) developed a longitudinal feature selection method
to jointly select brain regions across multiple time points and
proposed a multi-kernel support vector machine for MCI pre-
diction based on MRI, FDG-PET, and cognitive scores. Misra
et al. (2009) investigated baseline and longitudinal patterns of
brain atrophy in MCI patients, and found MCI converters dis-
played significantly lower volume in a number of white matter
and greymatter regions.Hinrichs et al. (2011) developed predic-
tive markers for MCI conversion using a multi-kernel learning
(MKL) framework.

3. Proposedmethod: A sequential tree-based
classifier (STC)

3.1. Formulation of STC

Suppose there are p biomarkersX={X1,…, Xp} , q patient char-
acteristic variables/risk factors Z ={Z1,…, Zq}, and a binary
diagnostic outcome Y. For example, in diagnosing/predicting
the conversion of MCI to AD, commonly used biomarkers
include the p-tau level in CSF, mean cerebral metabolism on
FDG-PET, and hippocampal volume on MRI, referred to as P-
tau, FDG-PET, andMRI hereafter. Risk factors may include age,
education level, and status of APOE e4 gene (Liu et al., 2013).
Y = 1 if an MCI patient converts to AD within a clinical time
of interest and Y = 0 otherwise. Our objective is to find a test-
ing sequence for the biomarkers as well as a lower and an upper
cutoff value for each biomarker adjusted for patient difference in
terms of the risk factors, in order to classify patients into a HR,
a LR, or an inconclusive category.

First, we focus on a less complicated problem in which the
sequence of biomarkers is given. Without loss of generality,
assume the sequence to be X1→ X2→ ���→ Xp. Also assume
a positive correlation between each biomarker and the disease
risk; i.e., a higher value of a biomarkermeans a higher risk of the
disease. Although negative correlations exist for some biomark-
ers, we can always turn the correlations into positive by trans-
forming the biomarkers. This assumptionwasmade for simplic-
ity of the subsequent discussion. We would like to sequentially
find two cutoffs for each biomarker. That is, we would like to
first find a lower and an upper cutoff for X1, l1(Z) and u1(Z),
which are functions of the risk factors Z, such that a patient
will have a HR of having the disease if X1 � u1(Z), a LR if X1
� l1(Z), and be inconclusive otherwise. HR and LR patients
will need no more biomarker testing. Inconclusive patients will
be further tested for the second biomarker X2. Therefore, we
will need to find a lower and an upper cutoff for X2, l2(Z)
and u2(Z), such that an inconclusive patient from the previ-
ous biomarker testing will have a HR of having the disease if
X2 � u2(Z), a LR if X2 � l2(Z), and continuously be inconclu-
sive otherwise. The inconclusive patients at the current step will
be further tested for X3. This process will continue until all of
the biomarkers have been tested.

In a mathematically rigorous way, we can formulate the i-th
step of the previous process as follows: Let Di − 1 be the cohort
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of inconclusive patients from the previous step. The goal of the
i-th step is to find li(Z) and ui(Z) for Xi that:

min
li(Z),ui(Z)

p ( li (Z) ≤ Xi ≤ ui (Z) |Di−1) (1)

s.t. p (Y = 1|Xi ≥ ui (Z) ,Z,Di−1) ≥ rh
p (Y = 1|Xi ≤ li (Z) ,Z,Di−1) ≤ rl . (2)

The objective function is to minimize the proportion of
inconclusive patients. This is important to patients by reducing
the need and the associated cost and waiting time for another
biomarker testing before a conclusive diagnosis can be made.
It is also important to the clinic by reducing the overall cost,
including the labor and resource spent on the diagnosis. rh and rl
are clinically definedHRandLR thresholds, respectively, and are
typically known for specific applications. For example, in diag-
nosis, rh is typically 80–85% and rl 10–20%. rh is not necessarily
equal to 1− rl. Proposition 1 shows that the optimization prob-
lem in (Eq. (1)) is equivalent to two simpler sub-optimization
problems.

Proposition 1: Let l̃i(Z) and ũi(Z) denote the optimal solutions
to (1). Let l∗i (Z) and u∗i (Z) be the optimal solutions to the opti-
mization problems in Eqs. (2) and (3), respectively.

l∗i (Z) =
{
max
li(Z)

li (Z)

s.t. p (Y = 1|Xi ≤ li (Z) ,Z,Di−1) ≤ rl
. (3)

u∗i (Z) =
{
min
ui(Z)

ui (Z)

s.t. p (Y = 1|Xi ≥ ui (Z) ,Z,Di−1) ≥ rh
. (4)

Then, l∗i (Z) = l̃i(Z) and u∗i (Z) = ũi(Z). (Proof skipped.)
Proposition 1 implies that l∗i (Z) can be obtained by first find-

ing the feasible region of li(Z), following which the l∗i (Z) can be
naturally obtained by using the maximum value in that region.
The same implication applies to u∗i (Z).

Furthermore, to facilitate identification of the feasible region
for ui(Z), we apply Bayes’ rule to the constraints in Eqs. (4) and
(3) and get

1− ϕXi|Y=1,Z=z (ui (Z))

1− ϕXi|Y=0,Z=z (ui (Z))
≥ rh

1− rh
× 1− π (Z)

π (Z)
, and (5)

ϕXi|Y=1,Z=z (li (Z))

ϕXi|Y=0,Z=z (li (Z))
≤ rl

1− rl
× 1− π (Z)

π (Z)
, (6)

respectively. Di − 1 was dropped for notation simplicity.
ϕXi|Y,Z(x) denotes the cumulative distribution function (CDF)
of Xi given Y and Z. π(Z) = p(Y = 1|Z) is the prior of Y before
the biomarker Xi is tested. In Eqs. (5) and (6), rh and rl are given
constants.π(Z) can be known frompopulation statistics; i.e., the
probability for people with a certain demographic profile (e.g.,
female, older than 65, and APOE e4 carrier) to have the disease.
Therefore, the key to identifying the feasible regions of li(Z) and
ui(Z) is to know the distribution of Xi|Y,Z. Because biomarkers
are typically measured on a continuous scale, we assume a
Gaussian distribution for Xi|Y,Z. Note that even though the
distribution of a biomarker may not be strictly Gaussian, we
can apply Box-Cox transformation (Barnes et al., 2014) to make
it approximately Gaussian. Under the Gaussian distribution, we
can further link Xi and Y, Z by a linear model; i.e.,

Xi = β0,i + βy,iY + βT
z,iZ+ εi, (7)

where εi ∼ N(0, σ 2
i ). Then, ϕXi|Y,Z(x) becomes

�(
x−(β0,i+βy,iY+βT

z,iZ)

σi
), where �( · ) is the CDF of N(0, 1).

Inserting this into Eqs. (5) and (6) and further into the opti-
mization problems in Eqs. (2) and (3), we get:

l∗i (Z) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
max
li(Z)

li (Z)

s.t.
�

(
li (Z)−(β0,i+βy,i+βTz,iZ)

σi

)

�

(
li (Z)−(β0,i+βTz,iZ)

σi

) ≤ rl
1−rl ×

1−π(Z)

π(Z)

. (8)

u∗i (Z) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
min
ui(Z)

ui (Z)

s.t.
1−�

(
ui (Z)−(β0,i+βy,i+βTz,iZ)

σi

)

1−�

(
ui (Z)−(β0,i+βTz,iZ)

σi

) ≥ rh
1−rh ×

1−π(Z)

π(Z)

.(9)

Next, we present an important property of the solutions to
the optimization problems in Eqs. (8) and (9) in Propositions 2
and 3, respectively. The proof for Proposition 2 is given in the
Appendix. The proof for Proposition 3 is similar and therefore
not provided.

Proposition 2: The solution to Eq. (8) exists and is unique.
When rl

1−rl ×
1−π(Z)

π(Z)
∈ (0, 1), l∗i (Z) is the feasible solution at

which the equality of the constraint is achieved. When rl
1−rl ×

1−π(Z)

π(Z)
≥ 1, l∗i (Z) = ∞.

Proposition 3: The solution to Eq. (9) exists and is unique.
When rh

1−rh ×
1−π(Z)

π(Z)
> 1, u∗i (Z) is the feasible solution at which

the equality of the constraint is achieved.When rh
1−rh ×

1−π(Z)

π(Z)
∈

(0,1], u∗i (Z) = −∞.

3.2. Model estimation for STC

Proposition 2 sheds some light on how to find the lower cutoff
of the biomarker, l∗i (Z). Before the patient takes the biomarker
testing, his/her rl

1−rl ×
1−π(Z)

π(Z)
will be computed. If it is greater

than or equal to one, the lower cutoff of the biomarker for this
patient is infinity. This means that the patient can be consid-
ered LR regardless of the biomarker value. In other words, this
patient does not need to be tested for the biomarker. Such situa-
tions rarely happen in practice, except for people with extremely
high resistance to a certain disease; e.g., people carrying some
genes that are disease-protective. In most cases, people coming
to a clinic for diagnosis of a disease usually bear a fairly exten-
sive amount of suspicion or risk for the disease. Therefore, we
focus on the condition when rl

1−rl ×
1−π(Z)

π(Z)
∈ (0, 1). Then, the

problem becomes finding the li(Z) satisfying the equality of

�
(
li(Z)−(β0,i+βy,i+βT

z,iZ)
σi

)
�

(
li(Z)−(β0,i+βT

z,iZ)
σi

) = rl
1− rl

× 1− π (Z)

π (Z)
. (10)

Unfortunately, this problem does not have an analytical solu-
tion. To solve it, wemay adopt one of two approaches: a numeri-
cal approach that finds the li(Z) satisfying Eq. (10) for any given
Z. This approach can achieve any required precision for the solu-
tion, but is computationally intensive. An alternative approach
is to use an approximation for �(x) proposed by Bowling et al.



252 B. SI ET AL.

(2009); i.e.,

� (x) ≈ 1
1+ exp (−1.702x) . (11)

By substitutingEq. (11) into Eq. (10), l∗i (Z) can be solved ana-
lytically as

l∗i (Z) = − σi

1.702
ln

×

⎛
⎜⎝ 1− rl

1−rl ×
1−π(Z)

π(Z)

rl
1−rl ×

1−π(Z)

π(Z)
exp

(
1.702 (β0,i+βy,i+βT

z,iZ)
σi

)
− exp

(
1.702 (β0,i+βT

z,iZ)
σi

)
⎞
⎟⎠ .

(12)

Likewise, Proposition 3 sheds some light on how to find the
higher cutoff of the biomarker; i.e., u∗i (Z). Following similar rea-
soning and using the approximation in Eq. (11), u∗i (Z) can be
solved analytically as

u∗i (Z) = σi

1.702
ln

×

⎛
⎜⎝ 1− rh

1−rh ×
1−π(Z)

π(Z)

rh
1−rh ×

1−π(Z)

π(Z)
exp

(
1.702 (β0,i+βy,i+βT

z,iZ)
σi

)
− exp

(
1.702 (β0,i+βT

z,iZ)
σi

)
⎞
⎟⎠ .

(13)

Finally, we would like to point out that the β0,i, βy,i, βz,i,
and σ i in Eqs. (12) and (13) are unknown but can be estimated
from a training dataset. For example, under the linear model in
Eq. (7), β0,i, βy,i, βz,i, and σ i can be estimated by an maximum
likelihood estimation (MLE). If Z is high-dimensional, variable
selection techniques may be adopted to select a small subset
of Z that have non-zero coefficients, such as the well-known
lasso model (Wee et al., 2013), followed by an MLE on the
non-zero coefficients. However, regardless of the estimation
method, there is sampling uncertainty in the estimated β0,i, βy,i,
βz,i, and σ i due to the finite sample size of the training dataset,
which will further introduce uncertainty into u∗i (Z) and l∗i (Z).
To better account for the sampling uncertainty, we use Monte
Carlo simulation to generate an empirical sampling distribution
for û∗i (Z) and l̂∗i (Z), respectively, and then use the empirical
means as the solutions to Eqs. (13) and (12). This approach is
found to be more robust to sampling uncertainty and has better
accuracy in our case studies. Specifically, the empirical sam-
pling distribution for û∗i (Z) is generated as follows (a similar
procedure can be used for l̂∗i (Z)): Let β̃0,i, β̃y,i, β̃z,i, and σ̃i be the
estimated model parameters from the training dataset through
MLE. We use Monte Carlo simulation to generate N samples
from the following empirical distributions:
⎛
⎜⎝

β̂
(t )
0,i

β̂
(t )
y,i

β̂
(t )
z,i

⎞
⎟⎠ ∼ N

⎛
⎝

⎛
⎝β̃0,i

β̃y,i

β̃z,i

⎞
⎠ , σ̃ 2

i

((
1 y z

)T (
1 y z

))−1(
1 y z

)Txi
⎞
⎠ ,

(14)
σ̂
2(t )
i

∼
(
xi −

(
β̃0,i + β̃y,iy + β̃T

z,iz
))T (

xi −
(
β̃0,i + β̃y,iy + β̃T

z,iz
))

χ2
n−p

,

(15)

t = 1, …, N. xi, y, and z are training data for n patients. 1 is a
n× 1 vector of ones. p is the column dimension of the predictor
matrix ( 1 y z ). Then, each sample generated from Eqs. (14)

and (15)—i.e., β̂ (t )
0,i , β̂

(t )
y,i , β̂

(t )
z,i , and σ̂

2(t )
i —is inserted into Eq. (13)

to obtain û∗i (Z)(t ). The average, û
∗
i (Z) =

∑N
t=1 û

∗
i (Z)(t )

N , is used as
the final solution to Eq. (13).

3.3. Algorithm for STC

Section 3.1 and 3.2 assumed that the biomarker sequence is
known and the discussion was focused on the i-th step (i.e., the
i-th biomarker) of the modeling building process of the STC. In
this section, we present the full algorithm. The input to the algo-
rithm includes a specification on the biomarkers that are allowed
to be used in a clinic. This may be clinic-specific depending on
availability and resource constraints. The input also includes a
training and a validation set on the biomarkers X, patient char-
acteristic variables/risk factorsZ, and the diagnostic outcome Y,
the HR and LR thresholds, rh and rl, and the prior, π(Z). Sup-
pose p biomarkers are available. Then, the objective or output
of the algorithm is to find an optimal sequence of the biomark-
ers with cutoffs for each biomarker, u∗i (Z) and l∗i (Z), i = 1,
…, p. Since the number of biomarkers for a particular disease
is usually small, we will perform an exhaustive search over all
possible sequences. We will report three metrics computed on
the validation set for comparing the sequences: positive predic-
tion value (PPV), negative prediction value (NPV), and the per-
centage of patients classified as inconclusive. The first two met-
rics reflect the accuracy, where PPV measures the proportion
of patients classified as HR that are true converters and NPV
measures the proportion of patients classified as LR that are true
non-converters. The last metric reflects the efficiency: the lower
the inconclusive percentage, the more efficient the biomarker
sequence.

Specifically, given that p biomarkers are available in a clinic,
our algorithm performs three major steps for each of p! possi-
ble biomarker sequences.Without loss of generality, denote each
sequence by X1→ X2→ ���→ Xp.

Step 1 (initialization): Initialize the algorithm by having i← 1
and putting the entire training set into Di − 1.

Step 2 (sequential estimation):
Sub-step 2.1 (identification of the cutoffs for Xi): Fit a lin-

earmodel as (7) forXi using the training data inDi− 1, and
obtain estimates for the model coefficients, β̃0,i, β̃y,i, β̃z,i,
and σ̃i. Check the normality assumption of the model and
apply box-cox transformation toXi if needed. Use the esti-
mated model coefficients to obtain N Monte Carlo sam-
ples β̂

(t )
0,i , β̂

(t )
y,i , β̂

(t )
z,i , and σ̂

2(t )
i , t = 1, …, N. Insert each

sample into Eqs. (13) and (12) and obtain sample realiza-
tions for the cutoffs, i.e., û∗i (Z)(t ) and l̂∗i (Z)(t ), t = 1, …,

N. Use the sample averages, û
∗
i (Z) and l̂

∗
i (Z), as the esti-

mated cutoffs for Xi.
Sub-step 2.2 (subsetting of the training set): Apply the esti-

mated cutoffs in sub-step 2.1 to the patients in Di − 1 and

only keep patients with l̂
∗
i (Z) < Xi < û

∗
i (Z) in the train-

ing set. Denote the current training set by Di.
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Sub-step 2.3 (continuation or stopping): Move onto the
next biomarker by having i← i+ 1 and going to sub-step
2.1, until i+ 1= p.

Step 3 (evaluation): Apply the estimated cutoffs for each

biomarker; i.e., û
∗
i (Z) and l̂

∗
i (Z), i= 1, …, p, to the validation

set and compute PPV, NPV, and the percentage of patients
classified as inconclusive.

This three-step algorithm will be applied to each of the p!
possible biomarker sequences. These sequences will then be
compared in terms of the diagnostic accuracy (PPV and NPV)
and efficiency (percentage of inconclusive patients) evaluated
on the validation set. Because multiple metrics are used in the
comparison, an integrated metric may be used to help select
the optimal sequence. Alternatively, a Pareto optimal frontier
may be provided to practitioners to show the tradeoffs between
multiple Pareto optimal solutions/sequences.

3.4. Extension to non-Gaussian biomarkers

When the biomarkers do not follow Gaussian distributions, one
approach is to apply Box-Cox transformation to make them
approximately Gaussian, which was mentioned in Section 3.1.
An alternative approach is to deal with the non-Gaussian distri-
butions directly. Specifically, instead of linking the biomarker Xi
with Y, Z by a linear model as in Eq. (7), we can use a General-
ized Linear Model (GLM); i.e.,

E (Xi) = g−1
(
β0,i + βy,iY + βT

z,iZ
)
, (16)

where g( · ) is an appropriate link function depending on the
distribution of the biomarker. Consequently, Eqs. (8) and (9)
change to

l∗i (Z) =
⎧⎨
⎩
max
li(Z)

li (Z)

s.t. ϕXi |Y=1,Z=z(li(Z))

ϕXi |Y=0,Z=z(li(Z))
≤ rl

1−rl ×
1−π(Z)

π(Z)

, (17)

u∗i (Z) =
⎧⎨
⎩
min
ui(Z)

ui (Z)

s.t. 1−ϕXi |Y=1,Z=z(ui(Z))

1−ϕXi |Y=0,Z=z(ui(Z))
≥ rh

1−rh ×
1−π(Z)

π(Z)

. (18)

ϕXi|Y,Z(x) is the CDF of Xi given Y and Z, which can be
specificed according to the GLM in Eq. (16). ϕXi|Y,Z(x) is not
Gaussian, so the approximation in Eq. (11) cannot be used. Con-
sequently, Eqs. (17) and (18) cannot be solved analytically but
by a numerical search, which is computationally more intensive.
The modified STC algorithm is the following:

Step 1 (initialization): Initialize the algorithm by having i← 1
and putting the entire training set into Di − 1.

Step 2 (sequential estimation):
Sub-step 2.1 (identification of the cutoffs for g(E(Xi))): Fit

a GLM as in Eq. (16) using the training data in Di − 1,
and obtain estimates for the model coefficients, β̃0,i, β̃y,i,
and β̃z,i. In order to solve the optimization problems in
Eq. (17), we can start from a small li(Z) for which the con-
straint holds, and increase li(Z) in small steps until the
constraint is violated. The last value of li(Z) before the
constrain is violated is the optimal solution l∗i (Z). Like-
wise, we can obtain the optimal solution u∗i (Z) in Eq. (18).

Sub-step 2.2 (subsetting of the training set): Apply the esti-
mated cutoffs in sub-step 2.1 to the patients in Di − 1
and only keep patients with l∗i (Z) < g(E(X i)) < u∗i (Z)

in the training set. Denote the current training set
by Di.

Sub-step 2.3 (continuation or stopping): Move onto the
next biomarker by having i← i+ 1 and going to sub-step
2.1, until i+ 1= p.

Step 3 (evaluation): Apply the estimated cutoffs for each
biomarker (i.e.,u∗i (Z) and l∗i (Z), i= 1, …, p) to the validation
set and compute PPV, NPV, and the percentage of patients
classified as inconclusive.

4. Case studies in prediction of MCI conversion to AD

In this section, we present two clinical applications using the
proposed STC: Sub-Section 4.1 presents an application in clini-
cal diagnosis; i.e., prediction/classification of MCI patients into
HR, LR, or inconclusive categories so that appropriate medical
decisions can bemade for each patient. Sub-Section 4.1 presents
another application of using STC to help patient selection in
clinical trials. As mentioned in the Introduction, there has been
a growing consensus in themedical society that treatment of AD
should target its early phases before irreversible brain damage
occurs. MCI is such an early phase and therefore has been tar-
geted by drug companies to develop treatment for slowing down
or even stopping the progression to AD. However, it is well-
known that MCI patients are heterogeneous and not all of them
will eventually develop AD. To be able to appropriately assess
the efficacy of an AD-defeating drug, it is important to identify
a sub-cohort of MCI patients with a HR of converting to AD
and enter these patients into the drug trial. This important task
is known as patient selection in clinical trials and can be accom-
plished with the help of STC.

The data used in this section were obtained from the ADNI
database (http:// adni.loni.ucla.edu). The ADNI was launched
in 2003 by the National Institute on Aging (NIA), the National
Institute of Biomedical Imaging and Bioengineering (NIBIB),
the Food and Drug Administration (FDA), private pharma-
ceutical companies, and non-profit organizations, as a $60
million, five-year public-private partnership. The primary goal
of ADNI has been to test whether MRI, PET, other biological
markers, and clinical and neuropsychological assessment can
be combined to measure the progression of MCI and early AD.
Determination of sensitive and specific markers of very early
AD progression is intended to aid researchers and clinicians to
develop new treatments and monitor their effectiveness, as well
as lessen the time and cost of clinical trials. The Principal Inves-
tigator of this initiative is Michael W. Weiner, MD, VA Medical
Center and University of California-San Francisco. ADNI is
the result of efforts of many co-investigators from a broad
range of academic institutions and private corporations, and
subjects have been recruited from over 50 sites across the US
and Canada. The initial goal of ADNI was to recruit 800 adults,
ages 55 to 90, to participate in the research, approximately 200
cognitively normal older individuals to be followed for three
years, 400 people with MCI to be followed for at least three
years, and 200 people with early AD to be followed for two years.
For up-to-date information, see http://www.adni-info.org/.

http://adni.loni.ucla.edu
http://www.adni-info.org/
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Table . Description of the data.

Variable Non-Converters Converters

Sample size  
Gender: female % . 
Age: ave. (std.) . (.) . (.)
Education years: ave. (std.) . (.) . (.)
APOE e status: carriers % . 
Mini-mental State Examination score: ave. (std.) . (.) . (.)
P-tau, pg/mL: ave. (std.) . (.) . (.)
FDG-PET, relative counts: ave. (std.) . (.) . (.)
Hippo,mm: ave. (std.)  ()  ()

Specifically, our study contains 187 MCI patients included
in the ADNI database who have complete data on three
biomarkers—P-tau, FDG-PET, and Hippo—at their baseline
visits, patient-specific variables/risk factors such as age, gender,
education level, APOE e4 status, and cognitive test scores, as well
as conversion vs. non-conversion to AD at the end of their clin-
ical follow-up time periods. A detailed description of the data is
shown in Table 1.

Standardized biomarker acquisition and performance
methods of ADNI are described at www.loni.ucla.edu/ADNI.
Protocols of image and CSF analyses are reported in detail
elsewhere (Jack et al., 2010b; Jagust et al., 2009; Kim et al.,
2011; Landau et al., 2010). In brief, the mean FDG count per
subject (i.e., biomarker “FDG-PET”) was extracted from a
composite region of interest on the basis of the AD-typical
hypometabolic pattern (Jack et al., 2008; Kim et al., 2011).
Hippocampal volumes (i.e., biomarker “Hippo”) were extracted
from structural MRI scans (1.5 T) using the FreeSurfer software
http://surfer.nmr.mgh.harvard.edu (Kim et al., 2011). Peptide
concentrations (i.e., biomarker “P-tau”) were measured in CSF
using aliquots obtained from the same vial at the same thaw
(Jagust et al., 2010).

4.1. Clinical diagnosis of MCI conversion to AD

... Diagnosis of MCI conversion to ADwith three
biomarkers

We first focus on a scenario that all three biomarkers—P-tau,
FDG-PET, andHippo—are available in the clinic. Then, the goal
is to find an optimal sequence of the biomarkers with cutoffs for
each biomarker; i.e., u∗i (Z) and l∗i (Z), i= 1, 2, 3. Among known
risk factors such as age, gender, education level, and APOE

Table. CV-basedPPV,NPV, andpercentageof inconclusivepatients for all possible
sequences of three biomarkers using STC.

Sequence of biomarkers PPV NPV % inconclusive patients

P-tau->FDG-PET->Hippo % % %
FDG-PET->P-tau->Hippo % % %
P-tau->Hippo->FDG-PET % % %
Hippo->P-tau->FDG-PET % % %
FDG-PET->Hippo->P-tau % % %
Hippo->FDG-PET->P-tau % % %

e4 status, only age is found to be significant in this dataset.
Therefore, Z includes age. The HR and LR thresholds are set to
be rh = 0.8 and rl = 0.2, which are common choices in clinical
diagnosis. Also, a uniform prior is adopted; i.e., π(Z) = 0.5.
Three biomarkers compose 3!= 6 possible sequences. For each
sequence, we apply the algorithm in Section 3.3 with a minor
modification of using cross-validation (CV) instead of arbitrar-
ily splitting the entire dataset into a training and a validation
set. The CV-based PPV, NPV, and percentage of inconclusive
patients for each sequence are summarized in Table 2. Box-Cox
transformation on the biomarkers is used and the transformed
biomarkers in each sequence follow Gaussian distributions.
For example, Fig. 1 shows the QQ plot of each transformed
biomarker in the sequence “P-tau->FDG-PET->Hippo,” which
demonstrates clear normality.

A clear trend of the results in Table 2 is that the NPVs are
higher than PPVs regardless of the sequence of biomarkers. This
suggests that the three biomarkers have a better capability for
identifying non-converters than converters. Another observa-
tion is that the PPVs are lower than the HR threshold rh = 0.8.
This is reasonable because rh = 0.8 is set for model training and
the PPVs are computed based on CV, which reflect the accuracy
of the trained model applied to unseen data. The fact that the
PPVs are only slightly lower than 0.8 implies that STC has good
generalization capability. Likewise, the NPVs are only slightly
lower than or almost equal to 1 − rl = 0.8, which also indi-
cates good generalization capability of STC. Last but not least,
we observe that over half of the MCI patients in the dataset
are found to be inconclusive, no matter which sequence of the
biomarkers is used. This is expected because this study only uses
baseline biomarker measurements to predict the conversion of
MCI to AD. Use of baseline biomarkers for the prediction has
clear clinical benefits, as it enables early decision making for
patients classified as HR and LR converters. On the other hand,

Figure . QQ plots for biomarkers after Box-Cox transformation in the sequence “P-tau->FDG-PET->Hippo.”

http://www.loni.ucla.edu/ADNI
http://surfer.nmr.mgh.harvard.edu
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Figure . Efficiency vs. accuracy of six possible sequences given all three biomark-
ers. Sequences in red are on the Pareto optimal frontier.

it is highly likely that a conclusive classification is not possible
for some MCI patients using baseline biomarker measurements
alone. These patients need to be followed up and kept tracked
of for the changes in their biomarker measurements over time
before a conclusive prediction can be reached.

To select an optimal biomarker sequence among the six pos-
sible ones in Table 2, we need to make a tradeoff between accu-
racy (measured by PPV and NPV) and efficiency (measured by
the percentage of inconclusive patients), because no sequence
optimizes the two criteria simultaneously. If accuracy is the pri-
mary consideration, the sequence “P-tau->FDG-PET->Hippo”
should be selected because it has the highest PPV (74%) and
NPV (81%). This sequence, on the other hand, classifies 59%
of MCI patients as inconclusive, which makes it the second
least efficient sequence among the six. If efficiency is the pri-
mary consideration, the sequence “Hippo->P-tau->FDG-PET”
should be selected, as it has the lowest percentage of inconclusive
patients (52%), although its accuracy is sub-optimal.

A commonly used approach in optimization when multiple
criteria need to be optimized is to examine the Pareto opti-
mal frontier. Figure 2 shows the Pareto optimal frontier for
the six biomarker sequences. The vertical axis “efficiency” is
defined as 1 − percentage of inconclusive patients or the per-
centage of patients classified as HR or LR by STC. The hori-
zontal axis “accuracy” is defined as a weighted average of PPV
and NPV, where the weights are proportions of samples classi-
fied as HR and LR, respectively. Each sequence is represented by
a dot. Two dots in red are sequences on the Pareto optimal fron-
tier. In particular, the sequence “P-tau->FDG-PET->Hippo”
optimizes the accuracy criterion while “Hippo->P-tau->FDG-
PET” optimizes the efficiency.

Next, we would like to show the cutoffs of each biomarker
found by STC.We choose to show these for the sequence “P-tau-
>FDG-PET->Hippo” as an example using a tree-like plot in
Fig. 3. Specifically, In Fig. 3(a), branches in green/red represent
HR/LR converters classified by STC. The branch in grey repre-
sents the inconclusive category. Sizes of the branches/circles are
in proportion to the sample sizes of the branches. A clear obser-
vation is that fewer samples are classified as HR and LR as the
tree goes deeper. This is a result of the sequential nature of STC;
i.e., a later biomarker needs to classify samples that are failed to
be classified (the inconclusive samples) by a previous biomarker
so it has a “tougher” mission to accomplish. Figure 3(b) shows
the cutoffs as functions of “age” using the approximations in

Eqs. (13) and (15). Values of the cutoffs at the median age of the
dataset are also provided for illustration purposes.

Moreover, we would like to point out that the findings
from STC can help not only clinical diagnosis, but also knowl-
edge discovery, such as discovering disease sub-types. Using
the tree in Fig. 3 as an example, there seem to exist three
distinct sub-types of HR converters; i.e., the sub-types of P-tau-
abnormality (P-tau ≥ u∗1(age)), FDG-PET-abnormality (P-tau
< u∗1(age) & FDG-PET ≤ l∗2 (age)), and Hippo-abnormality
(P-tau < u∗1(age) & FDG-PET > l∗2 (age) & Hippo ≤ l∗3 (age)).
Indeed, there has beenmedical evidence that the three biomark-
ers track distinct aspects of the AD pathophysiological process
(Jack et al., 2010a). That is, FDG-PET, as a measure for AD-
related glucose hypometabolism, reflects reduction in synaptic
density/activity and phenomena of diaschisis, Hippos, as a
measure for hippocampal atrophy, reflects neural loss, while
P-tau reflects intracellular hyperphosphorylation of tau. STC
allows for a finer distinction of HR converters into different
sub-types according to specific biomarker abnormality, which
may lead to more targeted and effective treatment. Likewise,
STC can help discover sub-types of LR converters. This would
facilitate the study of different pathophysiological mechanisms
that lead to disease protection or resistance.

... Diagnosis of MCI conversion to ADwith two
biomarkers: A limited-resource scenario

Next, we present the results of STC in a “limited-resource”
scenario; e.g., when only two out of the three biomarkers are
available. This situation is common in many clinics. We use
the same setting as the previously presented three-biomarker
scenario; i.e., rh = 0.8, rl = 0.2, π(Z)= 0.5, and Z= {age}. Two
biomarkers compose six possible sequences. For each sequence,
we apply the algorithm in Section 3.3 and compute the CV-
based PPV, NPV, and percentage of inconclusive patients.
Figure 4 shows the Pareto optimal frontier for the six sequences,
in which efficiency and accuracy are defined in the same way as
Fig. 2. The sequence “Hippo->P-tau” optimizes the accuracy
criterion, while “FDG-PET->P-tau” optimizes the efficiency.
Furthermore, each ellipse includes two sequences with the same
pair of biomarkers but in different orders. If a clinic only has the
resource for testing two specific biomarkers, we can compare
the two dots/sequences within the same ellipse and select an
order of the two biomarkers that is more appropriate in terms
of efficiency or/and accuracy. For example, if a clinic only has
FDG-PET and Hippos, we can compare the two dots within the
middle ellipse. The dot at the upper-right corner corresponds to
the sequence “Hippo->FDG-PET” and is clearly better because
it has better efficiency and accuracy.

... Comparison between STC and decision tree
Finally, we compare STC with the conventional decision tree.
Specifically, we apply the C4.5 algorithm in the Weka soft-
ware (Hall et al., 2009) to the same dataset as that used by
STC. Because STC uses age in addition to three biomarkers,
we include the same variables in C4.5 for a fair comparison.
Parameters of C4.5 are tuned to optimize the CV accuracy.
Figure 5 shows the decision tree generated by C4.5. Compared
with the tree generated by STC in Fig. 3, we can obtain the
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Figure . Cutoffs found by STC for biomarker sequence “P-tau->FDG-PET->Hippo” represented by (a) a tree-like plot in which green/red/grey circles represent
LR/HR/inconclusive categories and sizes of the circles are in proportion to the sample size of each branch; (b) cutoffs of each biomarker as functions of “age.”

following observations: both methods find P-tau as the first
biomarker to be used for the classification. This suggests that
P-tau may be more informative than the other two biomarkers.
The differences between the two methods are summarized as
follows: (1) The CV-based PPV andNPV of the decision tree are
68% and 69%, respectively, which are significantly lower than
the PPV (74%) and NPV (81%) of the optimal sequence found
by STC. This is because the decision tree, by design, must assign
a class membership to every sample, even when a sample does
not have a significantly higher probability of belonging to one
class than the other. This leads to potentially large classification
errors. In contrast, STC only classifies samples with a HR or LR

of conversion, while putting samples with only a mild risk in
either direction (i.e., a risk between LR and HR) in an inconclu-
sive category. From a disease management point of view, STC is
more appropriate by allowing HR patients to receive immediate
medical attention, LR patients to be put on long-term obser-
vation, and patients in between to be followed up to track the
changes in their disease risks. (2) According to the decision tree
in Fig. 5, no patients can be classified using a single biomarker.
In contrast, according to the tree in Fig. 3 produced by STC,
52.3% of the patients classified as HR and LR only need to
be tested by P-tau. In this sense, STC means fewer diagnos-
tic costs, less patient waiting time, and more timely medical
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Figure . Efficiency vs. accuracy of six possible sequences given two out of three
biomarkers. Sequences in red are on the Pareto optimal frontier. Each ellipse high-
lights two sequences with the same pair of biomarkers but in different orders.

decision making. (3) The decision tree in Fig. 5 is somewhat
counterintuitive. Biomarkers are expected to have a monotonic
relationship with the risk of disease. For example, a higher
P-tau, lower FDG-PET, or lower Hippo indicates a higher risk
of AD pathology. However, there are several branches in Fig. 5
whose biomarker ranges are contrary to this expectation. For
instance, the top-right green circle represents non-converters

whose classification rule is P-tau > 28.5 and FDG-PET > 1.19.
This higher value range for P-tau is expected to indicate a higher
risk of AD pathology. From a clinical utilization’s point of view,
clinicians would be very reluctant to adopt such a model as the
decision tree in Fig. 5, regardless of the accuracy, because the
model is against their medical knowledge and thus is difficult
to understand and trust. In essence, the decision tree is a pure
data-driven model that does not integrate medical knowledge
and biological principles into its model-building process. In
contrast, STC, by its unique design, honors the monotonic rela-
tionship between a biomarker and disease risk, and therefore is
able to provide a model with good interpretability and clinical
utility.

4.2. Selection of HR converters for clinical trials

Here, our objective is to identify a sub-cohort of MCI patients
with a HR of converting to AD and enter these patients into a
drug trial. This objective is different from clinical diagnosis as
presented in sub-Section 4.1 in the sense that we only care about
maximizing PPV, as opposed to accuracy that includes both PPV
and NPV, and maximizing the number/proportion of patients

Figure . Decision tree generated by C.. Circles (green/red) represent non-convert/converter categories and sizes of the circles are in proportion to the sample size of
each branch. quence “Hippo->P-tau->FDG-PET”at rl = . found by STC.

Figure . Number of HR patients vs. PPV of six possible sequences given all three biomarkers at rl ranging from . to . in increment of .. Connected circles (red) are
on the Pareto optimal frontier.
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Figure . Cutoffs found by STC for biomarker sequence “Hippo->P-tau->FDG-PET” represented by (a) a tree-like plot in which green/red/grey circles represent
LR/HR/inconclusive categories and sizes of the circles are in proportion to the sample size of each branch; (b) cutoffs of each biomarker as functions of “age.”

classified as HR, as opposed to efficiency that includes patients
classified as HR or LR. To serve this objective, we modify the
STC algorithm by treating rl as a tuning parameter ranging from
0.05 to 0.5 in increment of 0.05. We adopt the same setting as
that in sub-Section 4.1; i.e., rh = 0.8, π(Z)= 0.5, and Z= {age}.
Figure 6 shows the Pareto optimal frontier for the biomarker
sequences, in which each dot represents a sequence at a specific
rh (a total of 6 sequences× 10 rh values= 60 dots). On the fron-
tier, the sequence “Hippo->P-tau->FDG-PET” at rl = 0.35 is
probably the one achieving the best tradeoff between the CV-
based PPV (87%) and number ofHRpatients (30), and therefore
recommended as the biomarker testing sequence used for HR
converter patient selection in AD-related clinical trials. Finally,

Fig. 7 shows the cutoffs of each biomarker for the sequence
“Hippo->P-tau->FDG-PET” at rl = 0.35 found by STC.

5. Conclusion

In this article, we developed a STC for predicting the con-
version of MCI to AD. The uniqueness of the STC is to find
an optimal testing sequence of the biomarkers and two-sided
cutoffs of each biomarker that satisfy pre-specified accuracy
requirements while minimizing the proportion of inconclusive
diagnosis. The cutoffs can be customized for each individual
patient by taking into account patient demographic and genetic
variables that are potential risk factors for AD. We formulated
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STC into an optimization problem and performed theoretical
analysis to prove the existence and uniqueness of the solution
to STC. Then, we proposed two approaches for estimating
the cutoffs of the biomarkers, including a numerical approach
and an approximate-analytical approach, with consideration
of sampling uncertainty. Next, we presented the full algorithm
integrating the estimation approaches for the cutoffs with a
search of the optimal sequence. Finally, we presented two appli-
cations of STC using the ADNI data. In the first application,
we used STC to identify an optimal sequence of three and two
biomarkers (as an example of a resource-limited situation)
and the associated cutoffs for classifying MCI patients into HR
converters, LR converters, or the inconclusive category. The
CV-based PPV and NPV of the optimal sequence are close
to the pre-specified HR and LR thresholds that reflected the
expected accuracy. STC also allowed multiple criteria—e.g.,
accuracy and efficiency—to be optimized using a Pareto opti-
mal frontier. The results also helped identify subtypes within
HR converters. Compared with the conventional decision tree
classifier, STC achieved higher PPV and NPV, saved biomarker
testing costs and patient waiting time, facilitated timely medical
decision making, and produced a model that is consistent
with medical knowledge and biological principles and thus is
clinically more trustworthy. In the other application, we used
STC to identify a sub-cohort of MCI patients with a HR of con-
verting to AD. With a slight modification of the STC algorithm,
we were able to identify such a sub-cohort with a high CV-
based PPV (87%) and a reasonable size appropriate for clinical
trials.

Finally, we would like to point out that STC is applicable to
other disease diagnosis for which multiple biomarkers need to
be tested, such as Parkinson’s disease and cancer. The key benefit
of STC is to allow physicians to test the biomarkers sequentially
with a known sequence optimized for each patient’s demo-
graphic profile, and on an as-needed basis. This would save
diagnostic time—a benefit to the patient—and resources—a
benefit to the healthcare provider. We plan to explore the
application of STC to other diseases in future work.
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Appendix: Proof of Proposition 2

Proof. Let = li(Z)−(β0,i+βT
z,iZ)

σi
, δ = βy,i

σi
, r(x) = �(x−δ)

�(x) , and r0 =
rl

1−rl ×
1−π(Z)

π(Z)
. Then, the constraint in Eq. (8) becomes r(x)� r0.

Here, δ > 0 because βy,i represents the increase in the biomarker
value as Y changes from 0 (non-diseased) to 1 (diseased). Recall
that we made an assumption earlier on that there is a positive
correlation between each biomarker and the disease risk, which
suggests that βy,i > 0. Also, r0 > 0 by definition.

Next, we will show that r(x) is strictly monotonically increas-
ing from 0 to 1 as x increases from−� to+�. When x→+�,
we have

lim
x→+∞ r (x) =

lim
x→+∞� (x− δ)

lim
x→+∞� (x)

= 1
1
= 1.

When x→−�, using L’Hospital’s Rule, we have

lim
x→−∞ r (x) = lim

x→−∞
� (x− δ)

� (x)
= lim

x→−∞

∫ x−δ

−∞
1√
2π
e−

t2
2 dt∫ x

−∞
1√
2π
e− t2

2 dt

= lim
x→−∞

1√
2π
e−

(x−δ)2
2

1√
2π
e− x2

2

= lim
x→−∞ eδx−

δ2
2 = 0.

For finite x, r(x) is strictly monotonically increasing because

d r (x)
dx

= d

⎛
⎝

∫ x−δ

−∞
1√
2π
e−

t2
2 dt∫ x

−∞
1√
2π
e−

t2
2 dt

⎞
⎠ /dx

= e−
(x−δ)2

2 × ∫ x
−∞ e−

t2
2 dt − e−

x2
2 × ∫ x−δ

−∞ e−
t2
2 dt(∫ x

−∞ e−
t2
2 dt

)2

= e−
x2
2 × ∫ x

x−δ
e−

t2
2 dt(∫ x

−∞ e− t2
2 dt

)2 + e
(
− δ2

2 +xδ
)
× ∫ x
−∞ e−

t2
2 dt(∫ x

−∞ e− t2
2 dt

)2 > 0.

Hence, when 0< r0 < 1, the feasible region of x is (−�, x0],
where x0 satisfies r(x0)= r0. Because r(x) strictly monotonically
increases with respect to x, the maximum r(x) is achieved at x0
and this solution is unique.When r0 � 1, the feasible region of x
is [−�, +�]. The maximum r(x) is achieved at +� and this
solution is unique.
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