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Abstract

Diagnosing Alzheimer's disease at early stage required an effective classification

mechanism to differentiate mild cognitive impairment from cognitive normal

and AD. In this paper, we used data set collected from ADNI and OASIS. Instead

of using the whole volume of the MRI, high informative slices are selected using

entropy. The selected slices are pre-processed by removing unwanted tissues

using skull stripping algorithm and extracted gray matter using EICA. In this

work, we used CNN model with inception blocks to extract deep features from

the GM slices used to predict AD at early stage. The model avoids data leakage

by considering all the slices of an MRI as a unit. The model trained with 80% of

ADNI subject MRI volumes and tested with the remaining 20% subject MRI vol-

umes, to provide great variance in training and testing data, the model further

tested with OASIS data sets. 10-fold cross-validation is used to test the model

without biasing. The model performance is evaluated using accuracy. The model

achieves 98.73%, 100%, 93.72%, and 95.6% of accuracy for differentiating CN-

MCI, CN-AD, AD- MCI and CN-MCI and AD. At 10-fold cross-validation it gives

92.92 ± 3%, 98 ± 2%, 90 ± 4% and 94.9 ± 2% accuracy to differentiate CN-MCI,

CN-AD, AD-MCI, and CN-MCI-AD using ADNI. We further tested the model

with 135 MRI volumes selected from OASIS data set, we achieved 92%, 91.76%,

88.23%, 81.48% of accuracy with CN-AD, MCI-AD, CN-MCI, and three-way clas-

sification. The model gives good accuracy and sensitivity of early AD Diagnosis.
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1 | INTRODUCTION

Alzheimer's disease (AD) is a progressive dementia.
Alzheimer's degrade the memory, change in personality
and day-to-day life of the person. AD is caused due to the
loss of brain cells and reduces brain volume over a time.1

In India there were around 3.7 million Indians are pro-
jected to AD and increases to 7.6 million by 2030.2 As the
AD is progressive dementia and no cure or treatment for
the AD, accurate and early diagnosis of disease will give
better medication to the person.3 AD is caused due to the

two proteins called A-beta and Tau, Tau protein accumu-
late neurofibillary tangles (NFT), and amyloid-β (Aβ)
those cause neuron death.4 Amyloid-β plaques are
observed by diagnosing the CSF. Lumbar puncture with
fluid collection technique is used to collect CSF from the
subject but is leads some medical issues in the subject.
Later mini mental state examination (MMSE) is used to
diagnosis the subject dementia based on the score.5

Medical image modalities such as computer tomogra-
phy (CT), positron emission tomography (PET) and mag-
netic resonance imaging (MRI) has enabled noninvasive
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in vivo investigations to diagnosis the anatomical
changes the Brain. MRI is one among them that gives
better tissue intensity and contrast.6 MRI is used for diag-
nosis majority of Brain disorders.

There are different MRI sequences named T1w and
T2w MRIs. Gray matter atrophy and White matter atro-
phy are used as features to make the classification of
AD. More tissue level atrophy changes are evaluated
using T2w MRI than compared with the T1w MRI, brain
atrophy regions are identified better in T2w MRI,
whereas in T1w MRI NFT and deposit of plaque is not
identified. By observing the Probability density of T2w
MRI, GM, and WM are skewed to each other, discrimina-
tion of tissues is possible and used for diagnosis of neuro-
degenerative disorders such as AD.7

Atrophy changes are observed in the MRI image as
the disease progress. Tissues such as Gray matter, hippo-
campus volume, and total brain volume are get change as
the disorder progress. AD is characterized by the accu-
mulation of amyloid-β (Aβ or A-beta) forming neurotic
plaques, neurofibrillary tangles, and eventually progres-
sive loss of neurons within the brain of cerebral. At early
stage, histopathology changes are monitored effectively
using T2w MRI. Atrophy changes in the brain tissues at
different stages of single subject are shown in Figure 1. It
observes the changes in the brain region as the AD pro-
gresses. We observe that the tissues are changes over a
time as AD Progresses. At early stage the atrophy
changes are negligible compared with MCI, as it progress
to AD we observe lot of change in texture of the brain
region are shown in Figure 1.

In recent days, computer aided diagnosis (CADx)
techniques used Medical Image8 along with machine
learning approach aims to provide facilitating medical
diagnosis.9 A large number of promising machine learn-
ing applications have used MRI for AD prediction.10

Voxel based morphometric is used as a feature for clas-
sification of AD.11 Features such as brain volume, atro-
phy changes,12 hippocampus volume,13 used for
Diagnosis of AD. CADx has used machine learning
approaches such as KNN, random forest,14 Cortical

thickness from MRI is used as feature and performed
classification using SVM,15 boosting algorithms,16 and
Feed forward neural network also used to make the
classification of AD from mild cognitive impairments
(MCI) and cognitive normal (CN) those used to assist
the physician to diagnosis the AD, where these classi-
fiers work on handy crafter features from the images.
Handy picked features collected from the region of
interest (ROI) are typically prone to introduce error and
consume time.17

At early stage of AD Blood flow in brain cortex get
reduce it effects the decay in glucose to the brain. Gray
matter atrophy changes are used to diagnosis the stage of
the AD, as the gray matter atrophy increases AD get pro-
gress.18 GM morphological changes in structural mag-
netic resonance imaging (sMRI) increases the accuracy of
early diagnosis of AD.19

Accurate prediction of MCI is named early detection
of AD. In this study morphological change in T2w MRI
gray matter is used as input to the CNN model with
inception block used to perform classification of AD. The
inception block was developed with the inspiration of
Inception block used in GoogleNet and ResNet. In this
paper, instead of using entire volumes, we selected high
entropy slices from the whole volume. The approach
improves early detection of AD. The Model differentiates
MCI with high accuracy. Features of small atrophy
changes are effectively extracted using the inception
block, those features makes better prediction at early
stage of AD. The atrophy changes in gray matter are used
for analysis of the AD.

The paper is further organized as, section 2 briefly
discuss the related work of performing classification of
AD using deep learning, section 3 deals with pre-
processing on MRI data by removing the skull, extracting
gray matter using segmentation algorithms, the pre-
processed slices are used to train the model and test the
model with independent data sets is discussed in
section 4, section 5 briefly discuss about the results and
compare the performance with the existing work. Finally
concluded the work with a research line.

FIGURE 1 Atrophy changes in the

MRI at different stages
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2 | RELATED WORK

In recent days, Deep learning algorithms work as state of
art of machine learning algorithm, used to achieve opti-
mal results in medical image analysis and classification,
detection and segmentation of the tissues.20,21 Gupta
et al,22 used sparse auto encoder (SAE) to learn the bases
from a set of natural images and then applied con-
volutional network for AD classification, they performed
Binary and three-way classification of AD from MCI and
CN. S. Liu23 used SAE long with Softmax layer, Auto
encoder extract deep features and Softmax layer perform
early prediction AD and its prodromal stage, MCI. For
early diagnosis of AD timely prediction of MCI is essen-
tial, Shi et al24 proposed a multi modal neuroimaging
data such as MRI and PET are used to perform the diag-
nosis of AD, they used Deep polynomial network to per-
form the prediction of AD, they stacked the DPN in
hierarchical format one on the another the initial stages
are generating high level features to perform the classifi-
cation of AD. F. Li et al,25 used Multi model convolution
network is used where first model is used for transferring
the MRI into more compact high-level features and multi
scale CNN model is used for extracting further features.
For the small sample problem of medical images, transfer
learning was used on the classification of AD. Danni
Cheng et al,26 used multiple CNN models ensemble
together and performed CN vs AD Classification.

If the data set is small transfer learning is used for
classification of the images, where pre trained models are
used for classification, LeNet-5,27 AlexNet,28

OXFORD_VGG,29 GoogleNet,30 ResNet,31 trained with
ImageNet data set and the weights of the filters are pre-
served used for the required application, classification is
performed using fully connected network with the
required number of layers. B. Khagi et al,32 works with
Alexnet to perform classification with 2D slices collected
from the 3D MRI volume. Ashkan Shakarami et al,33

used transfer learning with AlexNet, replaced its last
three layers with SVM classifier they work on PET 2D
slices are used to perform AD-CN Classification. Rachna
Jain et al,34 used VGG − 16 network trained with Image
Net data set used to perform classification of CN-AD.
Ciprian et al,35 modified the 16 layers VGGNet for the
three ways classification of AD, MCI, and NC based on
the Alzheimer's disease neuroimaging initiative (ADNI)
data set and achieved an overall accuracy 91.85%. Farooq
et al,36 work with GoogleNet Inception transfer learning
to perform classification of AD. Aly Valliani et al,37 used
ResNet with Data augmentation to perform the AD-CN
and three-way classification of the AD. M. Hon et al,38

worked with transfer learning using VGG 16 and Incep-
tion V4 with 2D slices.

The slices are selected from 3D MRI volume using
entropy of the MRI. VGG − 16 transfer learning gener-
ates accuracy of 92.3% and inception V4 gives the accu-
racy of 96.25%. Morphological changes in the Brain
tissues used for analysis of such as hippocampal size get
reduced as the dementia get progresses, ventricles get
enlarge, atrophy changes in gray and white matter, tex-
ture changes are observed as the AD progresses. Fan Li
et al,39 developed a hybrid model of CNN and RNN for
Early diagnosis of AD using Hippocampal 3D image
patch for early diagnosis of AD. Atrophy changes in
white matter and GM slices are used to perform early
diagnosis of AD. Andrés Ortiz et al,40 work with GM of
the brain have been split into 3D patches using the
regions labeled by AAL atlas and these patches are used
to train different deep belief networks. Final prediction
done by ensemble of majority voting. Ji, H,41 used ensem-
ble CNN classifier by taking white matter and GM as
input to the CNN to perform the classification of
AD. They performed binary class classification of 97.65%
for AD/MCI and 88.37% of accuracy for MCI and
CN. Shaik Basheera et al,42 used T2w MRI's to perform
classification of AD using CNN model trained from
scratch the CNN model have five convolution layers, five
zero padding layers, five max pooling layers and drop out
layers are connected in sequence followed by six fully
connected layers perform binary and multi class classifi-
cation where they compare both T1w MRI and T2w MRI
images to train the CNN and segmented gray matter of
T2w MRI used to train the model achieves 86.7% of accu-
racy in multi class classification, 100% of accuracy in clas-
sification of AD-CN, 96.2% of accuracy in classifying AD-
MCI and 98.0% of accuracy in classifying CN-MCI. Shaik
Basheera et al,43 used segmented T2w Gray matter to
train the CNN model with and the model tested with
clinical information performs multi class classification
achieves 90.47% of accuracy, 86.66% of recall and 92.59%
of precision.

The summary of Primary contribution of the early
detection of AD is shown in Table 1.

3 | MATERIAL AND METHODS

3.1 | Material

Data used in the preparation of this article were obtained
from the ADNI database (adni.loni.usc.edu) and Open
Access Series of Imaging Studies (OASIS). The ADNI was
launched in 2003 as a public–private partnership, led by
Principal Investigator Michael W. Weiner, MD. The pri-
mary goal of ADNI has been to test whether serial MRI,
PET, other biological markers, and clinical and
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neuropsychological assessment can be combined to mea-
sure the progression of MCI and early AD. Where we col-
lected 1820 number of T2w MRI volumes, and generated
18 017 numbers of 2D Slices, those are used to make the
classification of AD from MCI and CN. We are interested
in heterogeneity of data so, we collected MRI of both
male and female of different age group with different
MMSE score, global deterioration (GD) Scale, global clin-
ical dementia rating (CDR), and neuropsychiatric inven-
tory questionnaire (NPI-Q) total score. The MRI's
acquired five to six times in 3 years, they includes 6th,
12th, 18th, 24th, and 36th month. An average five to six
MRI's are collected from each subject over a period of
3 years. The data set we collected from 349 subjects at dif-
ferent visiting periods on an average of five to six MRI's
are collected from each subject total 1820 number of MRI
volumes are collected. 1820 MRI volumes are represented
as 635 AD, 637 CN, and 548 MCI. The corresponding
demographic representation of subjects is shown in
Table 2.

We further used 135 T2w MRI volumes from OASIS,
of which 50 AD, 50 CN, and 35 MCI, these volumes are

used to test the model work with independent data set.
The demography of OASIS data set is shown in Table 3.

3.2 | Methodology

In this work, we used T2 weighted MRI image to perform
binary and multi class classification of AD from MCI and
CN using segmented gray matter (GM) extracted from
the slice images.

MRI volumes are collected from ADNI data set is used
for both training and testing and 10-fold cross validation.
The schematic diagram of the proposed approach shown
in the Figure 2. Initially the model trained with 80%
patient MRI volumes collected from ADNI and tested the
model with remaining 20% patient MRI volumes and
135 OASIS MRI Volumes. Slices are selected using Slice
selection algorithm, unwanted tissues are removed from
the slices using skull stripping algorithm, Gray matter is
extracted using EICA. In this paper MRI is taken as a unit
and performed training. Independence is carried at both
training and testing data sets to overcome data leakage

TABLE 1 Comparison of conventional Alzheimer's early detection techniques using deep learning

Algorithm Content Key approach Classification Modalities
Data
set

Gupta et al,22 Full brain volume SAE learned features from natural
images

CNN sMRI ADNI

S. Liu23 Full brain volume Auto encoder Softmax sMRI ADNI

Shi et al,24 Full brain volume Stacked CNN CNN sMRI+PET ADNI

F. Li et al,25 Full brain volume Multi Model CNN CNN sMRI ADNI

Cheng and
Liu 201726

Full brain volume Multi Model CNN with Ensemble CNN sMRI ADNI

B. Khagi et al,32 Slices from 3D MRI Transfer learning AlexNet sMRI ADNI

Ashkan Shakarami
et al,33

Slices from 3D MRI Transfer learning AlexNet+SVM sMRI ADNI

Rachna Jain et al,34 Slices from 3D MRI Transfer learning VGG-16 sMRI ADNI

Ciprian et al,35 Slices from 3D MRI Transfer learning VGG-16 sMRI ADNI

Farooq et al,36 Slices from 3D MRI Transfer learning Inception-V3 sMRI ADNI

Aly Valliani et al,37 Slices from 3D MRI Transfer learning ResNet-50 sMRI ADNI

M. Hon et al38 Slices from 3D MRI Transfer learning Inception-V3,
VGG-16

sMRI OASIS

Fan Li et.al,39 Hippocampal volume Measuring hippocampal volume for
early detection

CNN + RNN sMRI ADNI

Andrés Ortiz et al,40 Gray matter patch Ensemble CNN sMRI ADNI

Ji, H41 White matter and gray
matter as input

Ensemble of VGG-16 CNN sMRI ADNI

Shaik Basheera42 Gray matter as input Stacked CNN CNN sMRI ADNI

Shaik Basheera43 Segmented gray matter CNN CNN sMRI ADNI
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and biasing. To perform the classification T2w MRI vol-
umes are initially sliced into 2D images and pre-processed
the slices by reducing noise using Gaussian Filter, irrele-
vant tissues such as skull, dura, Eyes and Ears are
stripped off from the MRI image using morphological
operation along with active contour using skull stripping

algorithm, and GM of the MRI image is extracted using
Enhanced ICA algorithm8. GM Extracted from T2w MRI
is considered as a region of interest to perform the classi-
fication of AD using the proposed CNN model.

The collected T2w MRI having the size of
256 × 256 × 182 to 256 × 256 × 170 some are having the

TABLE 2 Demographic representation of MRI volumes collected from ADNI Online respiratory

Research
Group

Number of
Subjects Age

Number of MRI
Volumes

MMSE
Score

NPI-Q
Total

GD
Score

Global
CDR

Number of
Slices

CN 117 71-96 637 29-30 0-10 0-10 -1 to 0.5 6000

MCI 112 61-96 548 27-29 0-9 0-9 −1 to 0.5 6000

AD 120 55-93 635 21-27 0-20 0-20 0.5 to 2 6017

TABLE 3 Demographic representation of MRI volumes collected from OASIS online respiratory

Research
group

Number of
subjects Age

Number of MRI
volumes

MMSE
score

Global
CDR

Number of
slices

CN 10 42-94 50 27-30 0 509

MCI 8 69-82 35 27-29 <0.5 350

AD 10 66-85 50 10-30 0.5-2 503

FIGURE 2 Proposed algorithm block diagram [Color figure can be viewed at wileyonlinelibrary.com]
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FIGURE 3 Selected Slices from a MRI 3(A) slices selected at first phase of algorithm, 3(B) Top images having high entropy
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size of 256 × 256 × 170, with the slice thickness of
1 mm × 1 mm × 1.2 mm. The entire volume of the MRI
is not required for analysis as some of the slices have
more back ground than the brain so we had selected the
few slices based on a fixed procedure.

Procedure of selecting Slices:

1. 40 slices are ignoring the top and bottom slices as they
are not having required brain tissues

2. Let assume there are M slices remain
3. Select the center slice of the MRI volume in axial

direction, let the center slices is M
2

4. Initially we selected every second slice from the M
2

toward top direction and bottom direction up to five
each direction

5. Later selected every fourth slice toward top and bot-
tom direction, total five on top direction and five
toward bottom direction are selected

6. Next every eighth slice is selected in top and bottom
directions, collected five in each direction

7. We had selected total 25 to 31 slices from each MRI
image based on the number of slices that a MRI is
having

8. We calculated entropy of all the slices and collected
approximately top 10 slices having high entropy

Figure 3A shows a marked slice, it is the center slice
from a volume of MRI's, the slices are selected using 1 to
6 steps formulated. For better diagnosis of AD at early
stage more informative slices are required. Entropy of an
image used to measure the information of the image,
based on the entropy value the slices are sorted and
selected top 10 Slices those have high entropy. The indi-
vidual entropy of the slice is calculated using

E= −sum Pi log2 Pið Þð Þ

E represents the entropy of the image, Pi represents
the probability of ith pixel, Pi is calculated using normal-
ized histogram values of individual image pixels. It is
observed that the image with higher entropy is having
more information. The slices at center have higher
entropy than the slices at edge. Set of top MRI slices col-
lected along with respective entropy are shown in the
Figure 3B.

3.2.1 | Skull stripped algorithm

To get accurate classification unwanted tissues are
removed from the MRI slices using the proposed skull
stripped algorithm given in our previous paper.42

3.2.2 | Gray matter segmentation

Atrophy changes in gray matter are used to estimate the
stage of AD. Early prediction of AD is achieved using seg-
mented gray matter of the T2w MRI slices. Atrophy
changes are estimated using segmented tissues. Segmen-
tation of brain tissues is a challenging task as the tissues
are overlap and takes smooth transmission of the tissues.
In this paper, we used Enhanced Independent compo-
nent analysis (EICA) is used to perform the segmentation
of the gray matter.44 To work with EICA, it assumes that
the tissues are independent to each, we used Mixture
model to perform the segmentation of the tissues. In this
paper, unsupervised segmentation approach is used to
extract tissues from brain by considering all the tissues
are Gaussian in nature, modifying Gaussian mixture
model (GMM) with Expected maximization perform seg-
mentation of the Brain Tissues, spatial dependence is
achieved using Hidden markov random fields (HMRF),
Gaussian density function weights are mapped using
Gibbs density function to achieve better spatial relation.
The resultant images are shown in the Figure 4.

3.2.3 | Classifier

To perform the prediction of AD at early stage, we pro-
posed a CNN model with the inspiration of using incep-
tion type of block to extract deep features from the
segmented MRI images. The extracted features are much
useful for early diagnosis of the AD. In general a CNN
model is having three types of layers named Convolution
layer, Zero padding layer and Max pooling layer. In our
model we used all the above said layers not only in
sequential model also non sequential model also added
with the inspiration of inception and residual network
way of representation is carried in the network.

Proposed CNN model is shown in the Figure 5 is hav-
ing three sections named initial stage, intermediate stage
and final stage.

At initial stage, 224 × 224 × 3 gray matter segmented
slice is given to a Convolution layer, the convolution
layer is having 32 number of (3 × 3) kernels with stride
1, followed by zero padding of (3, 3) and performed max
pooling with (3, 3) window. The initial stage followed by
intermediate stage.

Intermediate stage are having two types of blocks are
cascaded, first one is convolution block and second one is
designed with the inspiration of inception and residual
mode of formation.

a. Convolution Block: It is having Convolution layer with
different number of filters with different sizes at
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different locations, with ReLU as activation function
connected to zero padding layer with the size of (2, 2)
followed by Max pooling layer of (2, 2) size.

b. Inception Block: The second block is having the zero
padding layer of (3, 3) size, combination of Inception
mode of representation are performed by adding the
response of 3 filters of (1, 1), (3, 3), and (5, 5), 8 num-
ber of filters run on the same layer with ReLU activa-
tion used to extract multi-level features from the same
module. Early atrophy changes in the MRI are
observed at local changes in gray matter of the T2w
MRI images and global change in Gray matter is used
to describe the worsen AD. Filter size (1, 1) used to
extract local features, (3, 3) used to extract medium

features and (5, 5) used to extract global features. For
early diagnosis local features, global features are keen
to make prediction of AD. Perfect selection of kernel
is much required to extract the required features from
the gray matter, small kernel size is used for
extracting local information, and large kernels are
used for extract global information from gray matter
of the T2w MRI.

To extract the features the network should be deep
but it leads over fitting and hard to update the gradient of
entire neural network. To overcome this multiple and dif-
ferent sized filters are stacked in parallel at the same
level.

FIGURE 4 Gray mater segmentation, A, Skull stripped image, B, Back ground, C, Brain region selecting mask, D, White matter and

dura, E, Cerebral spinal fluid, F, Gray matter

FIGURE 5 Proposed CNN Model [Color figure can be viewed at wileyonlinelibrary.com]
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The proposed inception model is like a naïve incep-
tion model but we are not introduced maxpooling and
instead of cascading layer in this model residual connec-
tions are performed where add output of the entire con-
volution layer out comes with same dimensions. The
model over comes the vanishing of gradient, increase
overall accuracy of the model.

c. Final stage: At final stage fully connected network is
used with three fully connected layers. The outcome
of Convolution network is flatten and converted to 1D
array and connected to fully connected layer having
three fully connected layers. First fully connected
layer has 1024 number of neurons, second fully con-
nected layer has 1024 number of neurons and third
layer is having three neurons for multi class classifica-
tion and two neurons for binary class classification. In
this model first and second fully connected layer are
activated using ReLU and last layer is activated using
Softmax for Multi class classification and Sigmoid
when binary class classification is performed.

4 | EXPERIMENT

We perform the experiment for early diagnosis of AD
using T2w gray matter segmented MRI images. We used
1820 MRI Volumes in our experiment collected from
349 subjects, out of these 80% subject and their MRI's of
ADNI Volumes are used for train, validation and reaming
20% subject volumes are used to test the model. We also
test the model OASIS Data set. In this experiment we
have three stages First is preprocessing, second is train
the model and third is test the model with two indepen-
dent data sets, also verified the model with 10-fold cross
validation with ADNI data set.

4.1 | Experiment setup

We used R2015a, MATLAB software to perform
preprocessing, where we initially performed slice selec-
tion from the MRI volume, removed the unwanted tis-
sues from the MRI image using skull stripping algorithm
and segmented the Gray matter using Enhanced ICA. To
train our convolution neural network, we used Google
Colab with open source python 3.0 version.

In this experiment GPU: 1xTesla K80, having 2496
CUDA cores, compute 3.7, 24GB (23.439GB Usable)
GDDR5, VRAM to perform training and validation. Our
classifier is designed using Keras, Tensorflow Modules.
Our network is having five convolution layers followed
by zero padding and Max pooling In between each such
segment a incept block is added further to extract in

depth features, this network is followed by three fully
connected layers to make the classification of the AD
from MCI and CN, the model is shown in Figure 3.

Our proposed network is trained with gray matter
segmented MRI slices collected from 80% patients are
split into train and validation. We trained the model with
128 batch size, augmented the MRI images by rescaling,
zooming, shear and horizontal flipping to get huge value
of image data to train the model. We used Adam opti-
mizer with learning rate of 0.001, fit the model with
25 train generator epochs, 10 valid steps and the training
process carried with 200 epochs the model generates
26 985 794 trained parameters.

4.2 | Creating training set and test set

We used 18 017 number of gray matter segmented MRI
slices in our experiment. To avoid the biasing we split the
data set into 80:20 at subject level. We perform binary
classification and multi class classification. The data split
is shown in the Table 4. We trained and validate the
model with gray matter segmented slices collected from
80% subjective MRI's of ADNI and remaining patient
MRI's are used for testing the model. While training 80%
Patient MRI's are further divided into two subsets as
training and validation. For training 80% of subject MRI's
are used and for validation 20% patient MRI's are used.

5 | RESULT

We trained the model using the data collected from the
ADNI data set, test with 20% of subject MRI's from each
modality and remaining 80% subjects are used for train-
ing and validation. In our experiment skull stripped, gray
matter segmented MRI slices are used as input to the
model to perform the classification of the AD from MCI
and CN. We initially performed binary classification of
CN-MCI, CN-AD, and AD-MCI, Later we performed
multi class classification of AD from MCI and CN.

From the Figure 6, we observed that Train and valida-
tion curves are followed one with another the error
occurred while validation is also less and the model get
trained well and give better results.

In this experiment, we tested the trained CNN model
with 20% of independent subject ADNI MRI volumes and
135 MRI volumes collected from publically available
OASIS data set. The model performance is evaluated
using different statistical parameters such as accuracy,
precision, recall, and F1 score and specificity using confu-
sion matrix. The parameters are described as in Equa-
tions (1) to (5). Where all the slices of one MRI are
considered as a sample.
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a. Accuracy: it is defined as how many samples are per-
fectly classified out of total samples

Accuracy=
TP+TN

Total Number of samples
ð1Þ

b. Precision: it is defined as the number of samples cor-
rectly predicted out of total predicted value of the par-
ticular class

Precision orð ÞPositive PredictionValue= TP
TN + FP

ð2Þ

c. Sensitivity (or) recall (or) true positive rate: It is defined
as the numbers of samples are correctly classified out
of total actual samples of the class

Sensitivity orð ÞRecall orð ÞTrue positive Rate= TP
TP+FN

ð3Þ

d. Specificity (or) selectivity (or) true negative rate: It is
defined as the ratio of number of True negative classes
to number of true negative and false positive samples

Specificity orð Þ selectivity or true negative rate TNRð Þ= TN
TN +FP
ð4Þ

e. F1 score: it is defined as the Harmonic mean of the
Precision and recall

F1Score=
2�Precision�Recall
Precision+Recall

ð5Þ

Table 5 describes the confusion matrix on test the
model with ADNI T2w MRI volumes; we evaluated the
model performance both at binary and multi class classi-
fication. The evaluated parameters of the ADNI test data
is shown in Table 6.

To verify the model performance at different data set
we used OASIS data set to evaluate the performance of
the model at high variance data set quite different from
the trained data set with the proposed approach. We used
135 number of T2w MRI volumes collected from the
20 subjects. The confusion matrix is shown in the
Table 7, the evaluated parameters of the OASIS data set
is given in Table 8.

We further evaluated the accuracy, average sensitiv-
ity, and average specificity all the classes on testing both
the data sets with the trained model the resultant is given
in the Table 9.

Accuracy, average sensitivity, and average specificity
of the ADNI data set, we observed that the model work
well when it tested with ADNI data set. The model differ-
entiates AD and CN more accurately, whereas MCI also
differentiated from AD and CN that leads early detection
of AD. Even at multi-stage also MCI MRI's are differenti-
ated with remarkable accuracy that leads better diagnosis
of AD at early stage.

Accuracy, average sensitivity, and average specificity
of the OASIS data set, we observed that the model work
well in differentiating MCI from AD, whereas separating
MCI from CN gives less accuracy remaining Binary class
Classification. The results are slightly less than the model
tested with ADNI data set. Even without having OASIS
Data set in training the model gives significant results.

5.1 | Ten-fold cross validation

To perform 10-fold cross validation, we had taken subject
as a unit and performed the training with the MRI's. To
perform 10-fold cross validation instead of taking random
selecting of Images we selected the Subject randomly to
train and test the model. In 10-fold cross validation total
subjects are split into 10 chunks. The model trained with
nine chunks and test with the remaining one chunk. We
avoid the random dependence of slices. We evaluate the

TABLE 4 Training set and test set sizes

Classification type Class label Total MRI Train MRI Test MRI Train slices Test slices Total slices

3 level classification CN-MCI-AD 1820 1455 365 14 414 3603 18 017

Binary class classification CN-MCI 1185 947 238 9600 2400 12 000

CN-AD 1272 1017 255 9614 2403 12 017

AD-MCI 1183 946 237 9614 2403 12 017
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model performance using Accuracy, sensitivity and speci-
ficity. The system performance is shown in the given

table for both binary and multi class classification the
result is shown in Table 10.

FIGURE 6 Accuracy and loss curves of Binary class classification, multi-class classification, during training and validation of GM

extracted T2w MRI, A, CN-MCI accuracy Curve, B, CN-MCI Loss Curve, C, AD-MCI Accuracy curve, D, AD-MCI Loss Curve, E, AD-CN

Accuracy Curve, F, AD-CN Loss Curve, G, AD-CN-MCI Accuracy curve and, H, AD-CN-MCI Loss curve [Color figure can be viewed at

wileyonlinelibrary.com]

BASHEERA AND RAM 11
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The model gives 92.92 ± 3% of accuracy and make
classification of CN-MCI, 98 ± 2% of accuracy achieved
on performing classification of CN-AD, 90 ± 4% of accu-
racy when AD-MCI Binary classification had performed,
92.9 ± 2% of accuracy when 3 way classifications with
10-fold cross validation.

We compare the proposed approach with different
frame works discussed in literature shown in Table 11.

5.2 | Discussion

Early, effective and accurate diagnosis of AD is very
much required to provide medication to the AD patients.
Many researchers had developed computer aided

diagnosis techniques for early diagnosis of AD with the
accuracy vary from the range of 74.12% to 99.3% at differ-
ent stages.25,26,33-35,37-40 All the literatures work based on
T1w structural MRI (sMRI) except33 they used PET for
early diagnosis of AD. Except38 remaining all the litera-
ture work with ADNI data set,38 work on OASIS Data
set. Entire volumes are used for early detection of AD by
Fan Li et al,25 they used multi model features, they used
two sections one with 3D CNN and second with CNN
model to perform the classification of AD from CN with
the accuracy of 88.31%. Cheng et al,26 work with multiple
CNN models and ensemble the results, they used skull
stripped T1w MRI images. Instead of whole MRI they
taken patch from the MRI and performed the classifica-
tion of AD from CN and achieve accuracy of 87.15%.

TABLE 5 Confusion matrix binary and multi class classifications tested with ADNI data set

Multi class classification CN-MCI-AD

Predicted label

AD CN MCI

Actual label AD 127 0 0

CN 0 128 0

MCI 13 3 94

Binary class classification AD-CN Predicted label

AD CN

Actual label AD 127 0

CN 0 128

Binary class classification AD-MCI Predicted label

AD MCI

Actual label AD 127 0

MCI 16 94

Binary class classification CN-MCI Predicted label

CN MCI

Actual label CN 128 0

MCI 3 107

TABLE 6 Precession, recall and F1 Score for different classifications using ADNI data set

Classification Type Class label Precision (%) Sensitivity (or) Recall (%) F1 Score (%) Specificity (%)

CN-MCI-AD AD 90.71 100 95.131 94.46

CN 97.7 100 98.84 98.66

MCI 100 85.5 92.15 100

CN-AD AD 100 100 100 100

CN 100 100 100 100

MCI-AD AD 88.88 100 94.07 85.45

MCI 100 85.45 92.15 100

CN-MCI CN 97.70 100 98.84 97.27

MCI 100 97.27 98.61 100
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Using 3D MRI is computationally cost and required
more memory to train a CNN model. 2D Slices collected
from the 3D MRI are used for prediction the stage of AD
by different researchers. Ashkan Shakarami et al,33 they
used transfer learning to diagnosis the AD from CN using

AlexNet as feature extracted from PET 2D Slices, and per-
formed classification using SVM they achieved 96.3% of
accuracy. Transfer learning approaches are adopted in
AD diagnosis by different researchers C.D. Billones
et al,35 used VGG16 to perform three-way classification

TABLE 7 Confusion matrix binary and multi class classifications tested with OASIS data set

Multi class classification CN-MCI-AD

Predicted label

AD CN MCI

Actual label AD 50 0 0

CN 8 42 0

MCI 7 10 18

Binary class classification AD-CN Predicted label

AD CN

Actual label AD 50 0

CN 8 42

Binary class classification AD-MCI Predicted label

AD MCI

Actual label AD 50 0

MCI 7 28

Binary class classification CN-MCI Predicted label

CN MCI

Actual label CN 50 0

MCI 10 25

TABLE 8 Precession, recall and F1 Score for different classifications using OASIS data set

Classification Type Class label Precision (%) Sensitivity (or) Recall (%) F1 Score (%) Specificity (%)

CN-MCI-AD AD 76.92 100 86.95 80

CN 80.76 84.0 82.35 87.17

MCI 100 51.42 67.92 100

CN-AD AD 86.20 100 92.59 84.0

CN 100 84.0 91.30 100

MCI-AD AD 87.71 100 93.45 80.0

MCI 100 80 88.88 100

CN-MCI CN 83.33 100 90.90 71.42

MCI 100 71.42 83.33 100

TABLE 9 Accuracy, average sensitivity and average specificity on test with ADNI and OASIS data set

Parameter

ADNI data set OASIS data set

CN-AD MCI-AD CN-MCI CN-MCI-AD CN-AD MCI-AD CN-MCI CN-MCI-AD

Accuracy 100 93.24 98.73 95.61 92.00 91.76 88.23 81.48

Average Sensitivity 100 92.72 98.63 95.15 92.00 90.0 85.71 78.47

Average Specificity 100 92.72 98.63 97.77 92.00 90.0 85.71 89.05
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of CN-MCI and AD achieves 91.85% of accuracy.
Valliani.A et al,37 proposed ResNet-18 to perform classifi-
cation of AD from CN and achieves accuracy of 81.3%.
Marcia Hon et al,38 work with VGG-16 model and Google
Inception V4 Net, they developed VGG16 from scratch
and performed classification achieves 74.12% of accuracy,
as the model is trained from scratch so it achieves
remarkably less accuracy, at the same they work with
OXFORD-VGG-16 pre trained model to perform the clas-
sification of AD from CN they achieves 92.3% of accuracy
the limitation of VGG is large number of trained parame-
ters, they are overcome by Inception V4 Net, this net not
only reduce the learning parameters but also feedback
the error at intermediate positions and achieves 96.25%
of accuracy in Differentiating AD from CN they used
OASIS data set. Jain et al,34 adopted Mathematical
modeling in VGG-16 and performed Binary and 3 way
classification and achieves 99.14% of accuracy at AD-CN,
99.3% accuracy at AD-MCI, 99.2% of accuracy at CN-MCI
and 95.73% accuracy at 3 way classification. Ji, H,40 used
multiple VGG-16 pre trained model and ensemble the
results of the each model and select the highest voting as
the result they achieves 97.62% of accuracy in differenti-
ating MCI from AD and 88.37% of accuracy in differenti-
ating CN and MCI.

A study on classification of early AD is using the
brain tissues such as hippocampus, cerebral cortex, gray
matter structural changes. Fan Li et al,38 they used hippo-
campus volume as a feature to perform the early diagno-
sis of AD by differentiating AD from CN, CN from MCI
and pMCI from sMCI, they achieved 91.00% of accuracy
to differentiate AD from CN, 75.8% of accuracy at CN-
MCI and 74.60% of accuracy in differentiating pMCI from
sMCI, they used CNN with RNN monitoring the hippo-
campus volume changes.

In Reference 42, we had used T2w MRI segmented
gray matter to perform classification of AD stages with
stacked CNN model. It gives 100% accuracy in differenti-
ating AD from CN, 93.0% of accuracy in differentiating
MCI from CN, 96.2% of accuracy at AD-MCI, 85.7% accu-
racy in three-way classifications. It is observed that the
model face problem in early diagnosis of AD. In Refer-
ence 43 we had used T2w MRI segmented MRI slices to
train a CNN model and tested the model with MRI

images collected from local hospital and tested the per-
formance of the model and achieved 90.47% accuracy,
86.66% of recall, and 92.59%.

There are few limitations in the existing frame works,
they are facing data leakage and not provided the high
variance in training data and test data. For early diagnosis
of AD perfect estimation of MCI is the key factor. Most of
the literature focused on differentiating AD from
CN. They are not focusing on neuropathological changes
in the MRI. The main advantage of the proposed approach
is producing high accuracy as well as specificity in classi-
fying the stage of the AD. The disease stages may vary
from subject to subject as normal, MCI and AD. We have
used neuropathological changes in Gray matter as pheno-
types used to predict the stage of AD. The proposed CNN
added with inception Block help in extracting the deep
features from GM of T2w MRI to discriminate the stages
of the AD. In this paper, we focused on high variance in
train data and test data. The proposed approach achieves
remarkable results on testing the model with both ADNI
and OASIS data sets. There is no single early imaging bio-
marker for AD is available that deals with neuropathologi-
cal changes in the Brain tissues till date. Early detection of
anatomical atrophy changes help in providing the
required medication to restrict disease progression.

5.3 | Contribution of the work

1. Slices are selected from the sMRI using slice selection
algorithm

2. Performed skull stripping using morphological and
threshold, removed the unwanted tissues from the
MRI slices.

3. Extracted gray matter from the MRI slices using seg-
mentation algorithm

4. Trained the proposed deep CNN model using seg-
mented gray matter of the sMRI slice.

5. The performance of the model is tested using indepen-
dent both ADNI.45 Open access series of imaging stud-
ies (OASIS)46 data sets.

6. The model work on high variant data set and provides
remarkable performance in accurate prediction
of MCI.

5.4 | Advantages of our experiment

1. We used a CNN model with an Incepted block that
extracts deep features to perform early diagnosis of
AD by accurately Predicting MCI.

2. We provided independence in both training and test-
ing data, we trained the model with 80% subject ADNI

TABLE 10 Ten-fold cross validation result

Classification Accuracy Sensitivity Specificity

CN-MCI 92.92 ± 3% 92.11 ± 1 95 ± 4%

CN-AD 98 ± 2% 96 ± 3% 97 ± 2%

AD-MCI 90 ± 4% 90 ± 7% 95 ± 3%

CN-MCI-AD 92.9 ± 2% 92.01 ± 3% 92 ± 4%
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data set and tested with remaining 20% subject ADNI
data set and another publically available independent
data set OASIS, provide independence between train-
ing and testing data, it over comes data leakage.

5.5 | Limitations of the experiment

1. We are not taking clinical parameters into
consideration.

2. Our model is not to replace a physician but it
strengthens the decision of the physician and gives
second opinion.

5.6 | Research line

1. By adding different clinical evaluations to the model it
become strong and gives better opinion to the
physician.

2. By training the model with different neurological dis-
orders it is possible to diagnose more disorders.

6 | CONCLUSION

In this paper we used CNN model with incepted block
for early diagnosis AD by accurately differentiating MCI
from AD and CN. In this approach we used gray matter
segmented T2w MRI image to perform multi-class and
binary class classification. Our model achieves accuracy
of 96.78% in case of multi-class classification, 100% with
AD-CN, 93.24% with AD-MCI and 98.73% of accuracy in
case of CN-MCI, on testing with OASIS data set with the
trained model it achieves 92.00% of accuracy with CN-
AD, 88.23% of accuracy with CN-MCI, 91.76% of accuracy
with AD-MCI and 8148% of accuracy with three-way
classification. Change in gray matter was advantageous
to differentiate MCI accurately. That gives promising
results that provide required assistance to the physician
for early diagnosis of the disease.
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