Predicting rate of cognitive decline at baseline using
a deep neural network with multidata analysis

Sema Candemir,* Xuan V. Nguyen,* Luciano M. Prevedello,
Matthew T. Bigelow, Richard D. White, Barbaros S. Erdal,

and Alzheimer’s Disease Neuroimaging Initiative '
The Ohio State University College of Medicine, Laboratory for Augmented Intelligence
in Imaging, Department of Radiology, Columbus, Ohio, United States

Abstract

Purpose: Our study investigates whether a machine-learning-based system can predict the rate
of cognitive decline in mildly cognitively impaired patients by processing only the clinical and
imaging data collected at the initial visit.

Approach: We built a predictive model based on a supervised hybrid neural network utilizing a
three-dimensional convolutional neural network to perform volume analysis of magnetic reso-
nance imaging (MRI) and integration of nonimaging clinical data at the fully connected layer of
the architecture. The experiments are conducted on the Alzheimer’s Disease Neuroimaging
Initiative dataset.

Results: Experimental results confirm that there is a correlation between cognitive decline and
the data obtained at the first visit. The system achieved an area under the receiver operator curve
of 0.70 for cognitive decline class prediction.

Conclusion: To our knowledge, this is the first study that predicts “slowly deteriorating/stable”
or “rapidly deteriorating” classes by processing routinely collected baseline clinical and
demographic data [baseline MRI, baseline mini-mental state examination (MMSE), scalar volu-
metric data, age, gender, education, ethnicity, and race]. The training data are built based on
MMSE-rate values. Unlike the studies in the literature that focus on predicting mild cognitive
impairment (MCI)-to-Alzheimer‘s disease conversion and disease classification, we approach
the problem as an early prediction of cognitive decline rate in MCI patients.
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1 Introduction

Mild cognitive impairment (MCI) is an intermediate stage between cognitively normal (CN) and
Alzheimer’s disease (AD).! The patients in the MCI phase have a varied prognosis such that
the cognitive functions of some MCI patients deteriorate, whereas others remain stable or
improve.* Although there has not been any successful treatment to reverse cognitive decline,
to date, therapy to decelerate its progression is likely to be most beneficial if it is applied early.*’
In this study, we investigate whether a machine learning-based system can predict the “rate of

*Address all correspondence to Sema Candemir, E-mail: sema.candemir@osumc.edu, candemirsema@gmail.com; Xuan V. Nguyen,
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cognitive decline” in patients with diagnosed MCI by processing only the clinical and imaging
data obtained at the initial visit.

Prior studies have reported on biomarkers and the prediction of MCI-to-AD conversion.
Unlike earlier studies, we investigate the feasibility of predicting the “rate of cognitive decline”
in MCI patients at the first visit by processing only the baseline MRI and routinely collected
clinical data. We built a deep-learning-based predictive model that integrates imaging and non-
imaging demographic and clinical data in the same neural network architecture. The system
consists of three main inputs: (1) MRI brain images, (2) scalar volumetric features, and (3) dem-
ographic and clinical data. MRI brain scans are provided to the network as sequential digital
imaging and communications in medicine images and processed through a three-dimensional
convolutional neural network (3D-CNN). The scalar volumetric features extracted using
FreeSurfer'” represent selected brain substructures and included total intracranial volume,
whole-brain volume, and regional volumes of the hippocampus, entorhinal cortex, fusiform
gyrus, and medial temporal lobe. This scalar data are integrated into the system at the fully
connected layer of the architecture. The demographic and clinical information included in the
neural network architecture are the ones that are routinely collected at the initial clinical visit
and include age, gender, years of education, ethnicity, race, and baseline mini-mental state
examination (MMSE) score. The proposed predictive model is illustrated in Fig. 2.

We supervised the predictive model with the change in “MMSE scores'""!>” with the MCI
subjects grouped clinically according to (i) slow cognitive decline and (ii) fast cognitive decline.
The resulting model processes the clinical data obtained at the baseline visit and predicts the
patient’s cognitive condition as either “slowly deteriorating/stable” or “rapidly deteriorating.”
The analysis is performed on a publicly available Alzheimer’s Disease Neuroimaging Initiative
(ADNI) dataset (cf., Sec. 2.1).

4,6-9

2 Materials and Methods

2.1 Data

The data used in this study were obtained from the ADNIL"® which is an ongoing multicenter
study. The primary goal of ADNI has been to test whether serial MRI, positron emission tomog-
raphy (PET), other biological markers, and clinical and neuropsychological assessment can be
combined to measure the progression of MCI and early AD. The subjects in the dataset were
diagnosed as AD, MCI, subjective memory concern, or CN based on MMSE scores. The
enrolled subjects received multiple longitudinal follow-up visits over several years, as specified
by the ADNI protocol. For our research, we utilize data on ADNI patients who were clinically
diagnosed as MCI at their baseline visits. A total of 569 subjects were included. The demo-
graphics and clinical characteristics of the subjects are summarized in Table 1.

Table 1 Characteristics of the study subjects.

Label MCI

Number of patients 569

Age: mean (range) 76 (55 to 92)
Gender (female and male) F: 241 and M: 328
Education: mean (range) 16 (6 to 20)
Ethnicity Not hispanic/hispanic
Race White, Black, and Asian
Baseline MMSE score: mean (range) 28 (23 to 30)

MMSE, mini-mental state examination and MCI, mild cognitive impairment.
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Fig. 1 The rate of cognitive decline distribution of the study subjects.

The MMSE, which is a 30-point test, is a cognitive assessment tool'"'? and we used the rate
of decline in MMSE scores to supervise the system. Changes in MMSE scores in follow-up visits
demonstrate the patient’s condition in terms of cognitive capabilities. A decrease in MMSE score
reflects deterioration in cognitive capabilities; if a patient’s cognitive capability is stable, the
MMSE scores remain relatively stable.

We model the change in MMSE scores by fitting a line to the scores obtained at follow-up
visits. The slope of the line indicates the rate of cognitive loss. A patient who has faster cognitive
deterioration would have a higher absolute value of slope. A slope close to zero indicates
that the cognitive decline is stable. In this document, the “rate of cognitive decline” term will
refer to the slope of the decline. The predictive model is binary. Therefore, the rate of cognitive
decline is converted to binary variables using a threshold of —0.05 points/month, such that
progressive rapidly deteriorating level of cognition is defined as a rate of decrease exceeding
0.6 points/year. This threshold approximates the mean and the median rate change for this
cohort. The rate of cognitive decline distribution of the study subjects is shown in Fig. 1.

2.2 System Pipeline

The predictive model learns the mapping function from input data to the target output. Let V
be the imaging sequence, D be the corresponding clinical data, y be the target class, and
f(.) represent the mapping function between input data and output labels. The model can be
formulated as

Vi :f(vi’Di) (D

for each subject i in N, where N is the number of patients with MCI in the training data. Clinical
data include age, gender, baseline MMSE score, education, ethnicity, and race. We also use
brain volumes as supporting scalar features, which are computed with an open-source library
(FreeSurfer) that analyzes and visualizes structural and functional neuroimaging data.'”
Specifically used scalar features are whole-brain volume and regional volumes of the hippocam-
pus, entorhinal cortex, fusiform gyrus, and medial temporal lobe. The brain volumes of each
subject are available in the ADNL'> We pose the problem as a supervised classification task,
with training subjects classified into two groups based on the rate of MMSE (cf., Fig. 1).
The output variable y € (0,1) denotes the target classes, O represents “slowly deteriorating/
stable” class, and 1 represents “rapidly deteriorating” class. The proposed system is illustrated
in Fig. 2.
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Fig. 2 An illustration of the hybrid prediction system. MPRAGE, magnetization prepared rapid
gradient echo; MRI, magnetic resonance imaging; RelLU, rectified linear unit; and batch norm,
batch normalization.

2.3 Preprocessing

We apply preprocessing techniques to each MRI volume V and corresponding clinical data D
before the training. The MRI sequences are skull-stripped, which includes removal of noncerebral
tissue (calvaria, scalp, and dura).'* The skull-strip algorithm, which is based on U-net architecture'
trained on skull-stripping datasets,'® reduces the processing size of volumes, thereby increasingsb
computational speed during the training. After the skull-strip, we have applied MRI scale
standardization'” to mitigate the intensity differences between the MRI sequences.

The neural network architectures require the inputs to be scaled in a consistent way for a
stable and faster convergence. Therefore, we normalize the images, scalar volumetric features,
and demographic and clinical data into the range between 0 and 1. The scalar regional volume
features are divided by each subject’s whole-brain volume size for normalization. The demo-
graphic and clinical data contains categorical values (e.g., gender and ethnicity) that are con-
verted into numeric data. The range for the numeric demographic data is between 0 and 1 to
ensure numerical stability.

2.4 Model Configuration of the Neural Network

The deep learning algorithm is based on a supervised neural network that has a hybrid archi-
tecture with two main components: (i) a 3D-CNN that learns the brain morphology and patterns
and (ii) integration of scalar volumetric features and nonimaging data (demographic and clinical
information) at the fully connected layer.

2.4.1 Convolutional neural network

The 3D-CNN processes MRI scans models the patterns and structures in brain volume. Earlier
layers of the model capture the low-level features of brain details, whereas higher-level layers
learn abstract features. The layout of the 3D-CNN architecture is employed from [14] that is
proposed for MRI analysis for AD/CN classification. The architecture consists of three batches
of convolutional layers with kernels of 3 X 3 X 3 elements. Each batch contains two convolu-
tional layers with 32, 32, 64, 64 and 128, 128 filters, respectively. The batches are then followed
by a batch normalization that mitigates the overfitting and improves the system generalization by
normalizing the output of the convolutional layer.'® After batch normalization, max-pooling
layers with 23,33, and 43 sizes are used for feature reduction and spatial invariance. The archi-
tecture uses rectified linear unit (ReLU) activation that introduces nonlinearity to the system. '’
The output of the deepest convolutional layer is flattened and fed to the fully connected layer.
The architecture parameters are listed in Table 2.
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Table 2 The architecture parameters of the proposed model. Each row represents a layer, and
the input of a particular layer is the output of the previous layer. There are two input layers:
(1) processing MRI sequences and (2) processing meta data. The meta-data input layer is
added to the architecture at the dense layer through a concatenate function.

Input size # of Level of # of
Layer (type) (output shape) filters pooling parameters
Input (MRI) 130 x 116 x 83 0
Conv3-D 130 x 116 x 83 32 — 896
Conv3-D 130 x 116 x 83 32 — 27,680
Batch norm 130x 116 x 83 32 — 128
Max pooling 3-D 65 x 58 x 41 32 2 0
Conv3-D 65 x 58 x 41 64 — 55,360
Conv3-D 65 x 58 x 41 64 — 110,656
Batch norm 65 x 58 x 41 64 - 256
Max pooling 3-D 21x19%x13 64 3 0
Conv3-D 21x19%x13 128 —_ 221,312
Conv3-D 21x19%x13 128 — 442,496
Batch norm 21x19x13 128 — 512
Max pooling 3-D 5x4x3 128 4 0
Flatten 7680 0 Input (metadata)
Dense 512 3,932,672 12
Concatenate 524 0
Dropout
Dense 256 134,400
Dropout
Dense (out) 2 514

2.4.2 Integration of scalar volumetric features, nonimaging demographic
and clinical data with CNN

The clinical and demographic information presumably contains additional information that
would help the classification decision. To incorporate the nonimaging data for assessment of
its impact, we have changed the standard CNN architecture. The convolutional part of CNN
is the feature extraction component of the architecture, and the fully connected layer part is the
classifier component. The output of the final pooling layer, which holds the imaging features, is
flattened and fed into the fully connected layer. The flattened imaging features and nonimaging
features create a concatenated vector as an input to the dense layer. The remaining part of the
architecture is the classifier component of the hybrid system, trained with this vector to form the
final prediction model. The concatenated dense layer is then followed by a dropout layer,*® in
which the system temporarily ignores randomly selected neurons during the training to prevent
the system from memorizing the training data with the intent to decrease overfitting. The final
layer is another dense layer with a softmax activation function with two nodes that provide
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Table 3 Implementation details: parameters.

Parameter Value
Processing dimension of each MRI volume 116 x 130 x 83 voxels
Optimizer Adam?*
Learning rate 0.00005

B4 0.9

Bo 0.999

€ 108

Loss function Categorical cross entropy
Batch size 16

Dropout keep rate 0.5

L2 weight regularizer®® kernel coefficient 0.5

L2 weight regularizer bias coefficient 1

Early stopping max epoch 400

Early stopping patience epoch 20

probabilities for “slowly deteriorating/stable” class and “rapidly deteriorating” class. The archi-
tecture parameters are listed in Table 2.

2.5 Addressing Overfitting

The voxel-based CNNs are prone to overfitting due to high-dimensional data, large number of
parameters, and relatively small number of cases to optimally train the system.'*?!*? To address
the relatively low number of patients, we utilized augmentation strategies. We flipped MRI
volumes such that left and right hemispheres are reversed'* and randomly tilted at <5 deg.
We have also employed the regularization techniques of dropout® and weight decays”’ in order
to increase the generalization capacity of the model. The parameters of dropout and weight
decays are listed in Table 3.

3 Experiments

3.1 Implementation Details

The dataset used in the study consists of 569 subjects with MPRAGE (MRI) scans and corre-
sponding clinical data (cf., Sec. 2.1). We perform fivefold cross validation to reduce the per-
formance difference due to relatively small size datasets and provide more robust generalization
performance. At each fold, 60% of the dataset is used to train the model, 20% is used for model
validation, and 20% of the dataset is used to test the model.

The training parameters are listed in Table 3. We train the model using Adam optimizer,
which provides faster convergence due to the velocity and acceleration components. As a train-
ing strategy, we monitor the model performance and use two early stopping callbacks to stop the
training before the model begins to overfit.>> We set a large epoch value (cf., Table 3, max epoch
400) as an upper bound iteration. The number of training iterations is decided automatically
based on the model performance on the validation and training set. If the validation loss has
started to increase during the training process, the system triggers the early stopping callback.

24
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If the validation loss continues to increase for another 20 iterations, then the system stops the
training. The continuous increase in validation loss is an indication of overfitting. The second
callback is monitoring the training accuracy. If the training accuracy reaches the maximum value,
the early stopping callback stops the training due to an indication of no further improvement in
the model. The weights are randomly initialized from scratch.

The model is developed in Python (version 3.6.8) using Tensorflow Keras API (version
2.1.6-tf) and trained on an Nvidia Quadro GV100 system with 32 GB graphics cards with
CUDA/CuDNN v9 dependencies for GPU acceleration.

3.2 Evaluation

We built three models: (i) an imaging model based on a 3D-CNN that processes brain MRI,
(ii) a hybrid model that combines the 3D-CNN component with brain-volume scalar data
demographic and clinical information, and (iii) a model that processes brain-volume scalar
data demographic and clinical information. We assess the models’ prediction performance
in terms of accurately classifying the cognitive decline on a test dataset at each test fold and
average the evaluation metric scores across all the models. The performance metrics used in
the study are sensitivity, specificity, accuracy, PPV, NPV, and AUC. Table 4 lists the perfor-
mance metrics.

3.2.1 Imaging module prediction performance

The correlation between the morphological changes in the brain (e.g., parenchymal volume loss)
and AD is known.?**” Based on a prior study,?® (i) MCI subjects have medium atrophy of hippo-
campus; (ii) the brain morphology in nonconverters is similar to brain morphology in CN, and
converters are more similar to AD; and (iii) converters have more severe deterioration of neuro-
pathology than nonconverters. Due to the correlation between the pathological changes in brain
morphology and the AD stages, we first measured how much we could predict the pace of the
cognitive decline of patients by processing only the baseline MRI scans through a 3D-CNN. The
system achieved 0.67 AUC for predicting the cognitive-decline class by processing only baseline
MRI sequences. The receiver operator characteristic (ROC) curve for this experiment is shown
in Fig. 3(a).

3.2.2 Hybrid model prediction performance

The hybrid model processes the MRI sequences, brain volume scalar data, and demo-
graphic information (age, gender, years of education, ethnicity, and race). Table 4 lists the
performance scores obtained with the proposed system in terms of mean and standard
deviation across the cross-validated folds. The system achieved an accuracy of 63.3%, with
a PPV of 56.9%, sensitivity of 60.8%, specificity of 65.2%, and NPV of 69% at threshold 0.5.
The average AUC is 0.67. Adding the brain volume and demographic information as scalar
values to the system increased the system performance from 0.67 AUC to 0.70 AUC as shown
in Fig. 3(b).

3.2.3 Brain volume scalar data and nonimaging clinical data prediction
performance

The voxel-based convolutional neural networks are prone to overfitting due to high-dimensional
data, large number of parameters, but relatively low number of subject to optimally train the
system.'*?!> Although we utilize several regularization techniques, we still observed overfitting
due to the 3D-CNN module of the hybrid system. In this experiment, we remove the 3D-CNN
module of the hybrid model and run the experiments only using brain-volume scalar data with
nonimaging clinical data. The system achieved 0.70 average AUC for cognitive decline class
prediction as shown in Fig. 4(a).
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Fig. 3 The plots depict the system performance for predicting cognitive-decline class. (a) The
predictive model processed only MRI sequences with 3D-CNN; average AUC is 0.67. (b) The
hybrid predictive model is based on MRI sequences with 3D-CNN, brain-volume scalar data and
nonimaging clinical data; the average AUC = 0.70.
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Fig. 4 (a) The predictive model processes only scalar data (brain-volume and nonimaging clinical
data); average AUC is 0.70. ROC, receiver operator characteristic and AUC, area under the curve.
(b) An illustration of the hybrid prediction system. MPRAGE, magnetization prepared rapid gra-
dient echo; MRI, magnetic resonance imaging; ReLU, rectified linear unit; and batch norm, batch
normalization.

3.3 Integration of Components

The literature has several techniques to combine data from different resources. We summarized
these studies in Sec. 3.4. We utilized CNN-based architecture as a classifier and combined the
imaging features with nonimaging data at a dense layer in a straightforward way, as in Refs. 14
and 29. Note that imaging features or nonimaging features should not dominate the training.
To our knowledge, there is not any CNN-based study that adjusts the effects of modules on
the prediction results. External weights can be used to adjust the contribution of one module
over the other modules. However, these weights are additional hyperparameters of the system
and can be decided on train/validation subsets. In order to observe how different weights affect
the final decision, we have conducted an additional experiment. We have multiplied scalar input
values (scalar brain volumes and demographic data) with external weight (coefficient value)
and kept the MRI imaging weights the same. The external weight adjusts the contribution of
the nodes to the classifier decision. The coefficient set is 0.5, 1, and 1.5. Figure 4(b) shows the
performance of the model with different coefficient values.
044501-9
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3.4 Comparison with the Literature

3.4.1 AD-MCI-CN classification

The correlation between the morphological changes in the brain (e.g., parenchymal volume loss)
and AD has been known for years.’®?’ The literature has several studies with quantitative analy-
sis of brain MRI to assess AD (e.g., classification of AD versus CN).'#**° These studies measured
the volumes, cortical thickness, or shape of various structures such as the hippocampus®® or the
whole brain'* to assess the disease and the severity of the disease as a percentage of volume. For
example, in Ref. 14, a 3D-CNN-based framework is proposed to learn the imaging character-
istics of AD and CN through convolutional layers. The model is further modified to diagnose
MCI, the prodromal stage of AD. In our study, instead of anatomy-disease correlation, we focus
on anatomy-function correlation. A comprehensive review of AD detection/classification can be
found in Ref. 31.

3.4.2 MCI-to-AD conversion

Many researchers have attempted to predict the conversion of MCI to AD using the correlation
between the morphological changes in the brain and disease progression.”® The volumetric
analysis of the brain (especially the hippocampus and entorhinal cortex) produces satisfactory
results in predicting conversion to AD.*** One of the most commonly employed classifiers is
the support vector machine®** Recent studies utilize deep-learning-based approaches using neu-
ral network classifiers”>* they show that predicting progressive MCI or detecting MCI patients
who later progress to AD is still a goal of ongoing research.*’

3.4.3 Hybrid models

The clinical and demographic information contains additional data that contributes to the algo-
rithm decision. To our knowledge, the algorithms that incorporate clinical data into MRI data
results are limited.*® In Ref. 14, age and gender information are concatenated with imaging
features in a 3D-CNN architecture through additional nodes at the fully connected layer. In
Ref. 28, a CNN was trained with local patches extracted from the hippocampus and combined
with FreeSurfer brain data. The algorithm extracted imaging features through a CNN archi-
tecture and processed imaging features and FreeSurfer brain data using principal component
analysis following by the Lasso regression algorithm. The processed features were provided as
input to a NN algorithm that combined these features. Qiu et al.*® proposed a multimodal
fusion model to classify MCI and CN cases. The study employed two multilayer perceptron
architectures to train nonimaging data and 2D-CNN to train the imaging data. The predictive
model processed the test scores of MMSESs, the Wechsler memory scale for logical memory,
and MRI sequences. The predictions from each NN block were then combined using majority
voting. Another interesting study that combined baseline MRI with baseline cognitive test
scores was proposed in Ref. 8. The cognitive scores used in the study were Rey’s auditory
verbal learning test, Alzheimer’s disease assessment scale cognitive subtest, MMSE, clinical
dementia rating sum of boxes, and functional activities questionnaire. The MRI, age, and cog-
nitive measurements were integrated as input features to a random forest classifier. Another
hybrid method was proposed in Ref. 37 that combined MRI and FDG-PET images at multiple
scales within a NN framework. Six independent deep NNs processed different scales of image
sequences. Another NN fused the features extracted from these first 6 DNN. The algorithm
was proposed to classify AD and NC cases. One of the most recent studies is>> that combined
MRI sequences, demographic, neuropsychological, and APOe4 genetic data to predict
MCI patients who have a likelihood of developing AD within 3 years. The study combined
the imaging data with nonimaging data at the fully connected layer of their proposed
deep-learning-based architecture. We list the recent studies that combined different sources of
information in Table 5. Several other detailed comparison tables can be found in Refs. §, 31,
and 35.
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Table 5 Comparison with other studies that use multimodal data.

Study Method Data source Brain region Objective  Performance
This study 3D-CNN Baseline MRI + Whole brain Predicting AUC: 0.70
multimodal fast decliners
Baseline MMSE + Acc: 63.3%
Demographic data + Sens: 60.8%
Baseline scalar volume Spec: 65.2%
Lee et al.* Recurrent NN Baseline MRI + Regional MCI-to-AD  AUC: 0.86
multimodal hippocampus conversion
Demographic data + Acc: 81%
Long. CSF biomarkers + Sens: 84%
Long. cognitive Spec: 80%
performance +
Lin et al.®8 2.5D-CNN Baseline MRI + Regional MCl-to-AD  AUC: 0.86
multimodal hippocampus conversion
PCA + Lasso + 325 free surfer feature Acc: 79.9%
NN
Sens:84.0%
Spec:74.8%
Lu et al.¥” Multimodal MRI + FDG-PET Whole brain Stable MCI  Acc: 82.9%
multiscale NN versus
Long. time-points progressive  Sens:79.7%
MCI
Spec:83.8%
Esmaeilzadeh  Multimodal MRI + Whole brain AD-NC-MCI Acc: 94.1%
et al.™ classification
Age + Gender Sens:94%
Sens:91%
Moradi et al.®  Random forest Baseline MRI + Age Whole brain MCI-to-AD  AUC: 0.9
multimodal conversion
Baseline cognitive Acc: 82%
measurements +
(RAVLT + ADAS-cog) Sens: 87%
(MMSE + CRD-SB + Spec:74%
FAQ)
Spasov et al.*®> 3D-CNN MRI + Whole brain MCl-to-AD  AUC: 0.925
multimodal conversion
Demographic data + Acc: 86%

Neuropsychological
data +

APOQOe4 genetic data

Sens: 87.5%

Spec:85%

ML, machine learning; 2-D: two-dimension, 3-D: three-dimension; NN, neural network; CNN, convolutional
neural network; R-CNN, recurrent convolutional neural network; Acc, accuracy; Sens, sensitivity; Spec,
specificity; AUC, area under curve; CSF, cerebrospinal fluid; Long, longitudinal; RAVLT, Rey’s auditory verbal
learning test; ADAS-cog, Alzheimer’s disease assessment scale cognitive subtest; MMSE, mini-mental state
examination; CDR-SB, clinical dementia rating sum of boxes; FAQ, functional activities questionnaire.

3.4.4 This study

Unlike prior studies, we investigate the feasibility of predicting the “rate of cognitive decline” in
MCI patients at the first visit by processing only the baseline MRI and routinely collected clinical
data. The training data are separated into two classes based on MMSE-rate values. We train our
044501-11
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model with “slowly deteriorating/stable” or “rapidly deteriorating” classes formed based on
MMSE-rate values. Therefore, we do not predict patients that convert to AD. However, some
MCI cases deteriorated faster than the others. We investigate the prediction performance of our
multimodality architecture to predict the rapidly deteriorating cases based on information avail-
able at only the baseline visit. The proposed hybrid architecture jointly learns brain patterns and
morphology from MRI sequences and additional information from the demographic data. To our
knowledge, this is the first research study that investigates the feasibility of predicting the rate of
cognitive decline by processing routine data collected at the first visit.

We follow the same concatenation approach as in Ref. 14, which is proposed for disease
detection. Another similar study proposed in Ref. 28 trained a convolutional neural network
with local patches extracted from the hippocampus and combined the extracted information with
FreeSurfer brain data. Our results are similar in that combining CNN features with scalar brain
data features obtained with FreeSurfer increases the prediction performance. However, our study
has differences since our model (i) does not predict the MCI-to-AD conversion probability, but
instead predicts the rate of cognition deterioration in MCI patients by utilizing only the first-visit
data; (ii) identifies patterns within the whole brain MRI instead of only the hippocampus; and
(iii) uses limited FreeSurfer brain data (six additional volume elements) compared with the brain
data used in Ref. 28 (325 additional data).

Although, we roughly compare our study with MC-to-AD conversion studies, note that there
are differences on approaching the problem. To our knowledge, this is the first study that predicts
“slowly deteriorating/stable” or “rapidly deteriorating” classes by processing routinely collected
baseline clinical and demographic data (baseline MRI, baseline MMSE, scalar volumetric data,
age, gender, education, ethnicity, and race). The training data are built based on MMSE-rate
values. Therefore, how our study approach predicting progressive MCI is different than the pre-
vious studies. Also note that our method does not process data not routinely collected during
visits (e.g., APOe4 genetic data) or longitudinal data.

4 Conclusions and Discussion

In this study, we investigate whether a machine learning-based system can predict cognitive
decline in MCI patients at the initial visit by processing routinely collected clinical data.
Unlike other studies that focus on predicting MCI-to-AD conversion or AD/CN/MCI classifi-
cation, we approach the problem as an early prediction of cognitive decline rate in MCI patients.
The ability to identify an individual’s cognitive decline rate potentially helps the clinician to
develop early preventive treatment strategies.

We observed the performances of three models for the prediction of cognitive-decline class.
Our results confirm that there is a correlation between the cognitive decline and the clinical data
obtained at the first visit. The imaging model achieved 0.67 AUC. By adding brain volume and
demographic information as scalar values to the system, the performance increased to 0.70 AUC.
Processing brain volumes (from FreeSurfer brain data) and demographic information as scalar
values provide similar results as the hybrid module performance. Even though patient’s cogni-
tive condition is mostly decided based on nonimaging clinical data (e.g., MMSE score and
patient age) at the clinical visit, and MRI scans are generally collected to exclude other brain
pathology, our results show that the structural MRI provides useful information related to the
patients cognitive condition and may further contribute to the clinical evaluation and follow-up
of patients with MCI. We have conducted experiments on ADNI dataset (cf., Sec. 2.1) due to the
availability of longitudinal MMSE scores and baseline clinical data. To our knowledge, there is
not any available dataset that has a rich source of information regarding the Alzheimer’s disease
and its progression. However, the system needs to be further investigated and validated on an
independent dataset.

Our system performance is lower compared to the published studies that investigate MCI-to-
AD conversion or AD/CN classification that model the disease progression by processing
longitudinal data obtained at several visits or by processing additional data that is not routinely
obtained during visits (e.g., APOe4 genetic data). Note that predicting cognitive decline is
more challenging than AD/CN classification due to the subtle nature of pathological changes.”®
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Moreover, our system processed only data that is routinely collected at the first visit, and thus
makes predictions based on much less information compared to studies that incorporate follow-
up data through time-sequence analysis.

The clinical and demographic information contains additional data that contributes to the
algorithm decision. In this study, we utilized CNN-based architecture as a classifier and
combined the imaging features with nonimaging data at a dense layer in a straightforward way.
To our knowledge, there is not any comprehensive study that investigates the best merging
methods of different sources of information in CNN-based architecture, and it is an open
research area.
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