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ABSTRACT

Recent studies have shown that multimodal neuroimaging data provide complementary information of the brain and latent space-based methods have achieved promising results in fusing multimodal data for Alzheimer’s disease (AD) diagnosis. However, most existing methods treat all features equally and adopt nonorthogonal projections to learn the latent space, which cannot retain enough discriminative information in the latent space. Besides, they usually preserve the relationships among subjects in the latent space based on the similarity graph constructed on original features for performance boosting. However, the noises and redundant features significantly corrupt the graph. To address these limitations, we propose an Orthogonal Latent Space learning with Feature weighting and Graph learning (OLFG) model for multimodal AD diagnosis. Specifically, we map multiple modalities into a common latent space by orthogonal constrained projection to capture the correlations among modalities. Instead of constructing a similarity graph for each modality, we learn a joint graph for multiple modalities to capture the correlations among modalities. Finally, the representations in the latent space are projected into the target space to perform AD diagnosis. An alternating optimization algorithm with proved convergence is developed to solve the optimization objective. Extensive experimental results show the effectiveness of the proposed method.

1. Introduction

Alzheimer’s disease (AD), a progressive neurodegenerative disease, is characterized by the accumulation of beta-amyloid plaques and neurofibrillary tangles composed of tau protein leading to brain atrophy (Theofilas et al., 2018; Wang et al., 2018). It is reported that AD has become the fifth leading cause of death in the elderly (Gauthier, 2005) and 115.4 million people are expected to have AD in 2050 (Alberdi et al., 2016). However, no known therapy is able to reverse or prevent the progression of AD. Fortunately, studies have demonstrated that the treatments in its early stage (i.e., mild cognitive impairment (MCI)) are highly desirable to slow down the disease progression (Gauthier, 2005). MCI can be divided into progressive MCI (pMCI) that will progress to AD and stable MCI (sMCI) that remains stable or regains normal cognitive function in a certain period of time. It is reported that MCI subjects progress to AD at a rate of 10%-15% per year (Hänninen et al., 2002). Therefore, early diagnosis of AD and identification of the subtypes of MCI are of great significance for personalized cure and progression delay (Shen et al., 2021; Martinez-Murcia et al., 2016).

As the brain changes related to AD occur prior to any clinical symptoms, neuroimaging techniques are more reliable and sensitive than traditional cognitive assessments in AD diagnosis (Qian et al., 2019; Górriz et al., 2019). Therefore, more and more attention has been paid to find effective neuroimaging biomarkers associated with the progression of AD for accurate diagnosis (Jack Jr. et al., 2010; Zhang and Davatzikos, 2013). Commonly used neuroimaging techniques include magnetic resonance imaging (MRI) (Zhang and Davatzikos, 2013), positron emission tomography (PET) (Langbaum et al., 2009), diffusion tensor imaging (DTI) (Kantarci et al., 2017), etc. These neuroimaging techniques provide information that cannot be obtained using traditional cognitive assessments.

Received 10 June 2022; Received in revised form 18 October 2022; Accepted 17 November 2022
Available online 21 November 2022
1361-8415/© 2022 Elsevier B.V. All rights reserved.
techniques provide quantitative measurements to capture structural and functional brain changes and have been extensively utilized for the diagnosis of AD (Wang et al., 2020). Different modalities can provide different neurological or biological information. For example, structural MRI provides the information related to gray and white matter structures, while PET measures the metabolic rate of glucose. Researches have shown that if the information contained in multimodal neuroimaging data is properly fused, then the final performance of AD diagnosis can be significantly improved (Liu et al., 2020b). Consequently, numerous efforts have been made to mine the intrinsic structures across multiple modalities for automatic AD diagnosis (Shen et al., 2021; Zhang et al., 2020; Shi et al., 2020, 2018; El-Sappagh et al., 2020). For example, Shen et al. (2021) exploited subject’s MRI features, PET features and age by a sparse regression model to predict whether MCI will progress to AD. Shi et al. (2020) presented coupled boosting and coupled metric ensemble to capture the complementary information among different neuroimaging modalities for AD diagnosis.

However, the major challenge of multimodal AD diagnosis arises from high dimension, low sample size data. The size of features extracted from multimodal data ranges from hundreds to thousands while the number of available training samples is often only a few hundred, or even dozens, which may easily result in overfitting (Ning et al., 2021). To address this issue, previous studies usually adopt feature selection or dimension reduction to reduce data dimensionality and find effective features for AD diagnosis (Zhang et al., 2021; Ning et al., 2021; Zhu et al., 2015; Zhou et al., 2020, 2019b; Hao et al., 2020). For instance, Zhu et al. (2015) combined linear discriminant analysis and locality preserving projection for selecting the important features from multimodal neuroimaging data. To exploit the correlations among different modalities and reduce data dimensionality simultaneously, many latent space-based methods have been explored (Ning et al., 2021; Zhu et al., 2015; Zhou et al., 2020, 2019b), which project multiple modalities into a low dimensional common latent space and then perform the classification in the latent space. For example, Ning et al. (2021) learned low dimensional shared representations for multimodal neuroimaging data and built a classifier on the shared representations for AD diagnosis. Zhou et al. (2020) projected multimodal neuroimaging data into a latent space and then established multiple diversified classifiers in the latent space to improve the diagnosis performance. Although the aforementioned methods have achieved good performance for multimodal AD diagnosis, they still have several limitations:

1. For latent space learning, most existing methods treat different features equally. However, the number of features extracted from multimodal neuroimaging data ranges from hundreds to thousands and different features contribute differently to AD diagnosis (Lei et al., 2017). Some brain regions are known to be preferentially affected by AD. For example, it is reported that the hippocampus is one of the first areas in the brain affected by AD and the changes in the hippocampus represent an early critical event in the progression of AD (Rao et al., 2022). Besides, in the earliest stages of AD, the pathology and volume loss have been widely observed in the entorhinal cortex (Bobinski et al., 1999). Hence, the features related to the important regions should play a major role in AD diagnosis and different features in the multimodal neuroimaging feature set should have different contributions to the latent space learning. Treating different features equally may limit the discriminative power of the learned space. Recent works introduce \( \ell_2,1 \)-norm sparsity regularization on the projection matrices to select useful features (Zhu et al., 2015; Zhou et al., 2020, 2019b; Hao et al., 2020). For example, Zhou et al. (2019b) developed a multimodal AD diagnosis effort joints latent representation space and \( \ell_2,1 \)-norm sparsity regularization into a unified framework. Hao et al. (2020) proposed a multimodal neuroimaging feature selection method based on a consistent metric constraint, in which \( \ell_2,1 \)-norm sparsity regularization is used for feature selection.

However, in all aforementioned approaches, a hyperparameter should be set to tune the tradeoff between the loss term and \( \ell_2,1 \)-norm sparsity regularization term. How to tactfully determine the hyperparameter of the \( \ell_2,1 \)-norm term is a severe challenge. Besides, existing methods usually adopt nonorthogonal projection for learning the latent space, which may lead to imbalanced weights on different projection directions and disturb the Euclidean distance-based similarity of original data (Liu et al., 2017a). As a result, nonorthogonal projection cannot preserve the data structure well and is unsuitable for latent space learning.

2. In previous methods usually exploit the similarity relationships between samples by Laplacian regularization to enhance the diagnosis performance (Ning et al., 2021; Zhou et al., 2019b; Hao et al., 2020; Lei et al., 2017). They assume that if samples are similar to each other according to a predefined similarity graph, then the same or similar relationships are expected to be preserved in the latent space. For example, Zhou et al. (2019b) proposed to learn a latent representation space using samples with missing modalities and design a Laplacian regularization term to ensure that similar inputs have similar latent representations. It is found that the results of Laplacian regularization-based methods are heavily dependent on the quality of the predefined similarity graph (Hao et al., 2020). However, these methods calculate the similarity graph in the original input space. The original neuroimaging feature set inevitably contains unnecessary noises and redundant features, which make the similarity graph unreliable (Wang et al., 2017; Adelé et al., 2018). Therefore, it is unreasonable to directly construct the similarity graph using original features. To alleviate this limitation, it is desirable to learn a good similarity graph from data to deal with the potential noises or corruptions (Wang et al., 2017). For example, Hao et al. (2020) calculated the similarity graph for each modality individually by random forest strategy. Regrettably, the construction of the similarity graph is independent of the classification process, which may degrade classification performance. Besides, existing methods typically construct a graph for each modality individually. However, considering that diverse modalities should share the same underlying structure related to the diagnosis, learning a similarity graph for each modality ignores the correlations of graph structures between multiple modalities and makes the feature fusion unreasonable (Zhou et al., 2019a; Zhan et al., 2018).

In this study, we propose an Orthogonal Latent space learning with Feature weighting and Graph learning (OLFG) approach for multimodal AD diagnosis. OLFG integrates latent representation learning, similarity graph construction, and classifier training, into a unified framework. Specifically, we assume there exists a common latent space for multimodal neuroimaging data and project each modality into the common latent space by a modality-specific projection matrix to capture diagnosis-related information. Meanwhile, a feature weighting matrix is adaptively learned for each modality to rank the feature importance in the latent space learning. Then, to avoid trivial solutions and retain discriminative information in the latent space, orthogonal constraints are imposed on the projection matrices. Moreover, we add a Laplacian regularization term with learned graph to preserve the local structure of the data after projection. Considering that all modalities should admit the same underlying structure related to AD, we integrate different graphs constructed from multiple modalities into an intrinsic joint graph to capture the associations among modalities. Instead of constructing the similarity graph on the original features, our formulation learns the joint graph in a task-oriented manner for accurately encoding the relationships between samples. The joint graph learning and latent space learning are integrated into the unified framework and can be optimized simultaneously. Finally, we project the shared representations into the target space (i.e., label space) to perform AD diagnosis. The experimental results show the effectiveness of OLFG. The main contributions of our work include the following:
1. We integrate latent representation learning, similarity graph construction, and classifier training, into a unified framework and propose a latent space-based approach to address the multimodal AD diagnosis problem.

2. We introduce feature weighting and orthogonal projection to learn the latent space. The weighting matrix is utilized to sort the importance of features in AD diagnosis. Benefiting from the orthogonal constraints on the projection matrices, the proposed method can avoid trivial solutions and preserve enough discriminative information in the latent space.

3. We explore the relationships between training subjects and mine the underlying associations among modalities by a Laplacian regularizer with adaptive joint similarity graph. The graph construction is integrated into the learning process to adaptively learn a discriminative and accurate graph structure.

4. An effective iterative algorithm with proved convergence is proposed to solve the objective function. Extensive experimental results on the ADNI-2 and OASIS-3 datasets show that the proposed method performs better than the previous methods in most cases.

The rest of the paper is organized as follows. In Section 2, the formalization of the OLFG model is introduced. In Section 3, an effective algorithm is presented to optimize this approach. In Section 4, experimental results are presented. Section 5 presents the discussion. Finally, Section 6 offers some conclusions.

2. Method

2.1. Notations and definitions

Scalar, vector, and matrix are denoted by normal lowercase letter, bold lowercase letter, and bold uppercase letter, respectively. For matrix $\mathbf{M} \in \mathbb{R}^{d \times n}$, let $m_i$ and $m_{ij}$ represent the $i$th column and the $(i,j)$th element of $\mathbf{M}$, respectively. $\| \mathbf{M} \|_F$ denotes the Frobenius norm of $\mathbf{M}$. The transpose and trace of $\mathbf{M}$ are denoted by $\mathbf{M}^\top$ and $\text{tr}(\mathbf{M})$, respectively.

A multimodal neuroimaging dataset is denoted by $\mathcal{X} = \{ \mathbf{X}^1, \mathbf{X}^2, \ldots, \mathbf{X}^v \}$, where $\mathbf{X}^v$ is the number of modalities. $\mathbf{X}^v = [x^v_1, x^v_2, \ldots, x^v_n] \in \mathbb{R}^{d_v \times n}$ denotes the original feature matrix in the $v$th modality, where $x^v_i$ is the $i$th sample, $d_v$ is the feature dimensionality of the $v$th modality, and $n$ is the number of samples. $\mathbf{Y} \in \{0, 1\}^{n \times c}$ is the corresponding label matrix, where $c$ is the number of classes.

2.2. Orthogonal latent space learning

For multimodal neuroimaging data, we can project the original features from different modalities into the label space by the least square regression model

$$
\min_{\mathbf{W}^v, \mathbf{b}^v} \sum_{i=1}^{n} \| \mathbf{W}^v \mathbf{X}^v_i + \mathbf{b}^v - \mathbf{Y}_i \|_2^2,
$$

(1)

where $\mathbf{W}^v \in \mathbb{R}^{d_v \times d}$ and $\mathbf{b}^v \in \mathbb{R}^d$ are the projection matrix and bias vector for the $v$th modality, respectively. $\mathbf{Y}_i \in \mathbb{R}^c$ is a column vector with all the elements as 1. Eq. (1) treats each modality individually without considering the correlations among different modalities. To exploit the correlations among modalities, we assume that there exists a common latent space which each modality can be projected into. The latent space contains more information extracted from all available modalities for AD diagnosis and fewer noises than the original feature space. Accordingly, we project the multimodal neuroimaging data into the latent space by several modality-specific projections and perform classification in the latent space:

$$
\min_{\mathbf{W}^v, \mathbf{b}^v, \Theta} \sum_{i=1}^{n} \| \mathbf{W}^v \mathbf{X}^v_i + \mathbf{b}^v - \mathbf{Y}_i \|_2^2 + \frac{\alpha}{2} \sum_{v=1}^{V} \| \mathbf{W}^v \|_F^2 + \frac{\beta}{2} \| \mathbf{P} \|_F^2,
$$

(2)

where $\mathbf{H} \in \mathbb{R}^{n \times c}$ is the latent feature representation matrix, $\mathbf{W}^v \in \mathbb{R}^{d_v \times c}$ is the projection matrix that projects the $v$th modality into the latent space, $\mathbf{P} \in \mathbb{R}^{c \times h}$ is the regression matrix that projects the latent representation matrix into the label space, $\mathbf{b} \in \mathbb{R}^c$ and $\mathbf{b}^v \in \mathbb{R}^h$ are the bias terms, $\| \mathbf{P} \|_F^2$ is the $\ell_2$ regularization term, $\alpha$ and $\beta$ are the regularization parameters, and $h$ is the dimension of the latent space. However, $\mathbf{W}^v$ is a nonorthogonal projection, which may lead to trivial solutions and disturb the Euclidean distance-based similarity of original data (Liu et al., 2017a). To overcome the limitation, we impose orthogonal constrain on $\mathbf{W}^v$:

$$
\min_{\mathbf{W}^v, \mathbf{H}, \mathbf{b}^v} \frac{1}{2} \| \mathbf{P} \mathbf{H} + \mathbf{b}^v - \mathbf{Y} \|_2^2 + \frac{\alpha}{2} \sum_{v=1}^{V} \| \mathbf{W}^v \mathbf{X}^v_i + \mathbf{b}^v - \mathbf{H} \|_2^2 + \frac{\beta}{2} \| \mathbf{P} \|_F^2,
$$

s.t. $\mathbf{W}^v \mathbf{Y} = \mathbf{I}_n$

where $\mathbf{I}_n \in \mathbb{R}^{n \times n}$ is an identity matrix.

2.3. Adaptive feature weighting

As can be seen, the model in Eq. (3) equally treats different features when learning the latent space. However, different features typically have different contributions to AD diagnosis. For example, the hippocampus is one of the first regions in the brain affected by AD and low hippocampal volume has been qualified in AD clinical trials (Rao et al., 2022). The features related to the important regions should play a major role when learning the latent space. Moreover, there exist redundant or unrelated features that provide little information for AD diagnosis in the feature set (Lei et al., 2017). These features are not helpful for the latent space learning and may limit the discriminative power of the learned latent space. Therefore, it is unsuitable to treat all features equally. In this paper, we incorporate the feature weighting information into the framework by adaptive feature weighting matrices for showing the rankings of all features and selecting important features:

$$
\min_{\mathbf{W}^v, \mathbf{H}, \mathbf{b}^v, \Theta} \frac{1}{2} \| \mathbf{P} \mathbf{H} + \mathbf{b}^v - \mathbf{Y} \|_2^2 + \frac{\alpha}{2} \sum_{v=1}^{V} \| \mathbf{W}^v \mathbf{X}^v_i + \mathbf{b}^v - \mathbf{H} \|_2^2 + \frac{\beta}{2} \| \mathbf{P} \|_F^2,
$$

s.t. $\mathbf{W}^v \mathbf{Y} = \mathbf{I}_n$, $\mathbf{b}^v \mathbf{Y} = \mathbf{0}$

where $\Theta^v \in \mathbb{R}^{d_v \times d_v}$ is a diagonal matrix and $\Theta^v \in \mathbb{R}^{d_v \times d_v}$ is the diagonal of $\Theta$, i.e., $\mathbf{b}^v = \mathbf{diag}(\Theta^v)$. The elements in $\Theta^v$ measure the importance of features. A large value in $\Theta^v$ means that the corresponding feature plays an important role in the latent space learning while a small one means that the corresponding feature provides little information for learning the latent space.

2.4. Adaptive joint graph regularisation

Inspired by the graph Laplacian-regularized approaches (Ning et al., 2021; Zhou et al., 2019b; Hao et al., 2020; Lei et al., 2017), we would also like to preserve the similarity relationships between samples in the latent space for benefiting the diagnosis performance. Previous methods consider that if samples are closed in the original feature space, their corresponding latent representations should be also similar to each other. This can be achieved by the regularization term designed as

$$
\sum_{i=1}^{V} \sum_{j=1}^{n} \sum_{i=1}^{n} \| \mathbf{t}_i - \mathbf{t}_j \|_2^2 \alpha_{ij},
$$

(5)

where $\alpha_{ij} = \exp(-d_{ij}^2)$ and $d_{ij}$ is the $(i,j)$th element in $\mathbf{A}' = [a'_{ij}] \in \mathbb{R}^{n \times n}$ which measures the similarity between two samples on the $v$th modality, and $\mathbf{t}_i$ is the $i$th column of matrix $\mathbf{T}' = \mathbf{W}^v \mathbf{X}^v$. Although Eq. (5) preserves the similarity relationships for each modality in the
where \( \sum \) term for our approach is formulated as graph for graph regularization. Consequently, the graph regularization features in neuroimaging data, we propose to integrate the graph graph for all modalities to capture the underlying associations among adaptive joint graph learning method. Specifically, we use the same graph for each modality individually ignores the consistency among the represent different information for the diagnosis task. Constructing a graph for each modality individually ignores the consistency among the graphs of different modalities.

In this paper, we simultaneously deal with the three issues via an adaptive joint graph learning method. Specifically, we use the same graph for all modalities to capture the underlying associations among multiple modalities. Moreover, to deal with the noises and redundant features in neuroimaging data, we propose to integrate the graph construction into the learning process and adaptively learn the joint graph for graph regularization. Consequently, the graph regularization term for our approach is formulated as

\[
\sum_{s=1}^{V} \sum_{i=1}^{V} \| t_i^s - t_j^s \|_2^2 s + \gamma \| S - \frac{1}{V} \sum_{s=1}^{V} A^s \|_F^2, \tag{6}
\]

s.t. \( S \in \mathbb{R}^{V \times V} \) is the joint similarity graph. Eq. (6) can be rewritten as

\[
\sum_{s=1}^{V} \text{tr}(W' s^T \Theta^s X^s L_s (W' s^T \Theta^s X^s)^T) + \gamma \| S - \frac{1}{V} \sum_{s=1}^{V} A^s \|_F^2, \tag{7}
\]

s.t. \( S \in \mathbb{R}^{V \times V} \geq 0 \)

where \( L_s \) is a Laplacian matrix defined as \( L_s = D - (S^T + S)/2 \). \( D \) is a diagonal matrix with the \( i \)-th diagonal element \( d_i = \sum_j (s_{ij} + s_{ji})/2 \).

In Eq. (7), the first term preserves the sample relationship in the latent space based on the joint similarity graph and the second one regularizes the joint similarity graph toward the sum of graphs of different modalities and makes different modalities agree with each other in the latent space.

### 2.5. Final objective function

By unifying the objective function in Eqs. (4) and (7), our final objective function is formulated as

\[
\min_{W' \in \mathbb{R}^{V \times D}, \Theta^s \in \mathbb{R}^{V \times V}, \psi \in \mathbb{R}^V} \frac{1}{2} \| P H + b \|_F^2 + \frac{\alpha}{2} \sum_{s=1}^{V} \| W' s^T \Theta^s X^s + b' \|_2^2 - \| H^s \|_F^2 + \frac{\beta}{2} \| P \|_F^2 + \gamma \| S - \frac{1}{V} \sum_{s=1}^{V} A^s \|_F^2 \tag{8}
\]

s.t. \( W' s^T W' = I_s, \Theta^s \geq 0, S \in \mathbb{R}^{V \times V} \geq 0 \)

In Eq. (8), the first two terms show that the multimodal neuroimaging data are projected into a common latent space and the classification is performed in the latent space. Benefitting from the orthogonal constraints on the projection matrices \( \{W' s\}_{s=1}^{V} \), OLFG can preserve more discriminative information in the latent space than conventional nonorthogonal projection and avoid trivial solutions. Since OLFG assigns an adaptive weight for each feature with the feature weighting matrices \( \{\Theta^s\}_{s=1}^{V} \), the discriminative and nonredundant features can be selected for learning the latent space. The third term is the \( \ell_2 \) regularization term which is adopted to prevent overfitting. The last two terms represent the adaptive joint graph regularization. Different from existing methods that construct the similarity graph in the original feature space before the learning processing, OLFG integrates the similarity graph construction into the optimization framework and learns similarity graph \( S \) in a task-oriented manner. Hence, compared with the graph constructed in the original feature space, the learned graph \( S \) is more robust to noise and more suitable for the diagnosis task.

### 3. Optimization

#### 3.1. Optimization algorithm

In this section, we develop an alternating optimization algorithm to solve the proposed problem. The optimization of Eq. (8) involves \( \{W' s\}_{s=1}^{V}, \{\Theta^s\}_{s=1}^{V}, \psi \), H, P, and S, and bias vectors (i.e., \( b \) and \( b' \)). In each iteration, we minimize the objective function w.r.t. one variable while fixing the other variables. The main optimizing steps are summarized as follows.

(1) Optimize \( W' s \): When \( \{\Theta^s\}_{s=1}^{V} \), H, and S are fixed, the optimization problem in Eq. (8) can be separated into \( V \) independent subproblems

\[
\min_{W' s} \frac{1}{2} \| W' s^T \Theta^s X^s + b' \|_2^2 - \| H^s \|_F^2 + \gamma \| S - \frac{1}{V} \sum_{s=1}^{V} A^s \|_F^2 \tag{9}
\]

s.t. \( W' s^T W' = I_s \).

Eq. (9) is equivalent to the following problem

\[
\min_{W' s} \frac{1}{2} \| W' s^T C^s W' s \|_F^2 - \| W' s^T b' \|_2^2 \tag{10}
\]

\[
\text{s.t. } W' s^T W' = I_s.
\]

where \( C^s = \Theta^s X^s L_s + \frac{\alpha}{2} \sum_{s=1}^{V} \Theta^s X^s \Theta^s, B' = \Theta^s X^s H^s, \) and \( H^s = H - b' l_{1,s}^s \). Eq. (10) has the same form as the quadratic problem on the Stiefel manifold (QPSM). We use the generalized power iteration (GPI) algorithm (Nie et al., 2017) to solve Eq. (10). Algorithm 1 describes the GPI method.

#### 2. Optimize \( \Theta^s \): By fixing other variables except for \( \Theta^s \), Eq. (8) is equivalent to the following problem

\[
\min_{\Theta^s} \text{tr}(\Theta^s X^s (1 + \frac{2}{\alpha} L_s) X^s \Theta^s W' s^T W' s + \mathbf{1}) - \text{tr}(\Theta^s X^s H^s W' s^T), \tag{11}
\]

\[
\text{s.t. } \Theta^s \geq 0.
\]

We provide the following lemma to solve Eq. (11).

---

**Algorithm 1 GPI method**

**Input**: the symmetric matrix \( C^s \in \mathbb{R}^{d \times d} \), and matrix \( B' \in \mathbb{R}^{d \times d} \);

1. Initialize \( W' s \) with random values;
2. Initialize \( s \) such as \( O = a I_{d_i} - C^s \) is a positive definite matrix;
3. while not converged do
4. Update \( M = 2O W' s + 2B' \);
5. Calculate USV_T = M via the compact SVD method;
6. Update \( W' s = U V_T; \)
7. end while
8. return \( W' s; \)
Lemma 1. If \( U \) is a diagonal matrix and \( K \) is a symmetric matrix, then 
\[
\text{tr}(UKUL) = u^T (K \odot L) u, \text{ where } u = \text{diag}(U).
\]

Proof. 
\[
\begin{align*}
\text{tr}(UKUL) &= u^T \text{diag}(KUL) \\
&= u^T \text{vec}((K \odot U) L) \\
&= u^T \text{vec}(K \otimes L) u \\
&= u^T (K \odot L) u,
\end{align*}
\]
(12)

where \( \odot \) is the Hadamard product.

By using Lemma 1, Eq. (11) becomes
\[
\begin{align*}
\min_{\theta} \left[ \theta^T (Q \theta - b + \epsilon r) - \epsilon^T r \right], \\
\text{s.t. } \theta^T 1_n &= 1, \theta \geq 0,
\end{align*}
\]
(13)

where \( Q = X^T (I + \frac{\mu}{2} L_n) X \) and \( r = \text{diag}(2X^T W^T W) \), respectively. We employ the augmented Lagrange multiplier (ALM) method to solve Eq. (13). To solve Eq. (13) is equivalent to minimizing the augmented Lagrangian function \( L_{\theta r} \) defined as
\[
L_{\theta r} = \theta^T Q \theta - \theta^T r + \frac{\mu}{2} ||\theta - g||_2^2 + \frac{1}{2} \sum_i (\theta_i^2 - 1 + \delta_i^2)^2,
\]
(14)

where \( \delta_i \in \mathbb{R}^{d_i} \) and \( \delta_i \in \mathbb{R} \) are Lagrange multipliers, \( \mu \) is a penalty factor.

We can further reformulate Eq. (28) as
\[
\begin{align*}
\min_{\theta} \left[ \frac{1}{2} \sum_i ||W^i \Theta^i X^i + b^i I_n^T - H||_F^2 \right] \quad \text{s.t. } g \geq 0
\end{align*}
\]
(17)

We can obtain its optimal solution
\[
g = (\theta - 1 \otimes \delta_1)_+.
\]
(18)

Step 3: Update the Lagrange multipliers and the penalty factor by the following equations
\[
\begin{align*}
\delta_i &= \delta_i + \mu (\theta_i - g_i) \\
\delta_i &= \delta_i + \mu (\theta_i^2 - 1)_+.
\end{align*}
\]
(19)

Algorithm 2 Algorithm to solve Eq. (13)

**Input:** Matrix \( Q \), vector \( r \), and parameter \( \mu \);

1. Initialize \( \theta^0 \) by Eq. (16);
2. while not converged do 
3. Update \( \theta^t \) by Eq. (16);
4. Update \( g \) by Eq. (18);
5. Update Lagrange multipliers \( \delta^1, \delta^2 \) and penalty factor \( \mu \) by Eq. (19);
6. end while
7. return \( \theta^f \);

Taking the derivative of Eq. (22) with respect to \( \mathbf{H} \) equal zero, we obtain
\[
\mathbf{H} = (\alpha V \mathbf{1} + \mathbf{P}^T \mathbf{P})^{-1}(\sum_{i=1}^V \mathbf{z}_i + \mathbf{P}^T \mathbf{Y}),
\]
(23)

where \( Z_i = W^i \mathbf{X}^i + b^i I_n^T \) and \( \mathbf{Y} = b \mathbf{1}_n^T \), respectively.

(5) Optimize \( \mathbf{P} \) : When \( \mathbf{W}^i_1 \mathbf{X}^i \) and \( \mathbf{X}^i \) are fixed in Eq. (8), the optimization of \( \mathbf{P} \) is equal to solving the following problem
\[
\min_{\mathbf{P}} \frac{1}{2} \mathbf{P}^T \mathbf{H} \mathbf{P} + \mathbf{b}^T \mathbf{1}_n - ||\mathbf{Y}||_F^2 + \frac{\beta}{2} \mathbf{P}^T \mathbf{P}.
\]
(24)

By setting the first-order partial derivative of the objective function in Eq. (24) w.r.t. \( \mathbf{P} \) to zero, we have the following closed-form solution
\[
\mathbf{P} = \mathbf{Y} \mathbf{H}^{-1} \mathbf{H}^T + \beta \mathbf{I}^{-1}.
\]
(25)

(6) Optimize \( b \) : By fixing other variables except for \( b \), Eq. (8) can be rewritten as
\[
\min_{\mathbf{b}} \frac{1}{2} ||\mathbf{P} \mathbf{H} + \mathbf{b}^T \mathbf{1}_n - \mathbf{Y}||_F^2 + \frac{\beta}{2} ||\mathbf{P}||_2.
\]
(26)

By setting the derivative of Eq. (8) w.r.t. \( b \) to zero, we can get the closed-form solution of Eq. (26):
\[
\mathbf{b} = \frac{1}{n} \mathbf{Y} \mathbf{1}_n - \mathbf{P} \mathbf{h}_n.
\]
(27)

(7) Optimize \( \mathbf{S} \) : By fixing all other variables except \( \mathbf{S} \) in Eq. (8) and denoting \( \mathbf{A} = \mathbf{X}^i \), \( \mathbf{W}^i \mathbf{X}^i \) in \( \mathbf{Y} \), we have the following subproblem
\[
\min_{\mathbf{S}} \frac{V}{n} \sum_{i=1}^V \mathbf{t}^T (\mathbf{T}^i \mathbf{L}^i \mathbf{T}^i) + ||\mathbf{S} - \mathbf{A}||_F^2.
\]
(28)

subject to \( \mathbf{S} = 1, \mathbf{S} \geq 0 \)

We can further reformulate Eq. (28) as
\[
\min_{\mathbf{S}} \frac{1}{2} \sum_{i=1}^V \sum_{j=1}^n (s_{ij} - a_{ij})^2 + \frac{1}{2 \lambda} \sum_{i=1}^n \sum_{j=1}^n s_{ij} \sum_{i=1}^n \mathbf{t}^T - \mathbf{t}^T_{ij}^2.
\]
(29)

Since Eq. (29) is independent of different \( i \), it can be decomposed into a series of independent minimization problems w.r.t. \( s_{ij} \):
\[
\min_{s_{ij}} \left[ \sum_{s_{ij}}(s_{ij} - a_{ij} - \frac{\lambda}{4})^2 \right]
\]
(30)

where \( s_{ij} \) is a vector with the \( i \)th element \( s_{ij} = \frac{1}{2} \sum_{s_{ij}}(s_{ij} - a_{ij} - \frac{\lambda}{4})^2 \). The Lagrangian function of Eq. (30) can be written as
\[
L(s_i, \eta, \beta_i) = \frac{1}{2} \sum_{s_{ij}}(s_{ij} - a_{ij} - \frac{\lambda}{4})^2 - \eta \sum_{j=1}^n (s_{ij} - 1) - \beta_i \mathbf{s}^T_{ij}.
\]
(31)

We summarize the detailed algorithm to solve Eq. (8) in Algorithm 3.
6. The performance of OLFG shows the effects of different components of OLFG on the diagnosis evaluation settings. Afterward, we compare the performance of OLFG with related approaches. Finally, we perform a comprehensive study to show the effects of different components of OLFG on the diagnosis performance.

4. Experiments

In this section, we carry out experiments to evaluate the effectiveness of the proposed OLFG method. We first introduce the datasets used in our experiments and then present the baseline methods and evaluation settings. Afterward, we compare the performance of OLFG with related approaches. Finally, we perform a comprehensive study to show the effects of different components of OLFG on the diagnosis performance.

3.2. Complexity analysis and model prediction

We analyze the computational complexity of Algorithm 3. The computational cost of the proposed algorithm mainly lies on updating variables \( \{W^v\}_{v=1}^V, \{\Theta^v\}_{v=1}^V, \mathbf{H}, \mathbf{P} \), and \( \mathbf{S} \). Algorithm 3 employs Algorithm 1 to update variables \( \{W^v\}_{v=1}^V \), which takes the computational complexity of \( O(\sum_v (d^v h_1 + d^v n + d^v h + d^v n^2)) \), where \( t_1 \) is the iteration number in Algorithm 1. We use Algorithm 2 to update \( \{\Theta^v\}_{v=1}^V \) and its computational complexity is \( O(\sum_v (d^v t_2)) \), where \( t_2 \) is the iteration number in Algorithm 2. Since \( c \ll n, h, n^2 \) and \( h \ll d_v \) in practice, the computational complexity values for updating variable \( \mathbf{H} \) and \( \mathbf{P} \) are \( O(n h^2 + \sum_v h d_v^2 + \sum_v n d_v^2) \) and \( O(n h^2 + h^4) \), respectively. For updating variable \( \mathbf{S} \), its computational complexity \( O(\sum_v n^2 d_v) \). Therefore, the complexity of the algorithm is summarized as \( O(t_1 \sum_v (d^v h_1 + d^v n + d^v h + d^v n^2)) \), where \( t_1 \) is the iteration number in Algorithm 3.

For a given testing sample \( \{x_{v t}^m\}_{v=1}^V \), we obtain the latent representation by averaging the latent representation from each modality, i.e., \( h_v = \frac{1}{V} \sum_{v=1}^V \mathbf{W}^v \mathbf{\Theta}^v x_{v t}^m + b^v / V \). Then, the label for this testing sample is given as \( y_v = \mathbf{P} h_v + b \).

3.3. Convergence analysis

The convergence of the proposed optimization algorithm is proved in this section. The functions for optimizing \( \mathbf{H}, \mathbf{P}, \mathbf{b} \) and \( \mathbf{b}' \) are convex; since Eq. (30) is a constrained quadratic minimization, updating \( \mathbf{S} \) is a convex problem. The convergence of the ALM algorithm for updating \( \mathbf{\Theta} \) has been generally proven in Bertsekas (2014). The GPI algorithm is used to optimize \( \mathbf{W} \) and the convergence of the GPI algorithm has been proved in Nie et al. (2017). As a result, the objective function value in Eq. (8) decreases monotonically in each iteration and Algorithm 3 will converge to its local optima. Fig. 1 shows the convergence results of objective value with the number of iterations on the ADNI-2 dataset. It is seen that the objective value drops to a stable value in a few iterations, which indicates that the proposed optimization algorithm has good convergence properties.

4.1. Experimental datasets

The neuroimaging data in this study are from the ADNI data repository (http://adni.loni.usc.edu) (Weiner et al., 2010). The ADNI project was launched in 2003 by the National Institute on Aging, the National Institute of Biomedical Imaging and Bioengineering, the Food and Drug Administration, private pharmaceutical companies, and nonprofit organizations with a 60 million, 5-year public–private partnership. The main purpose of this project is to verify whether MRI, PET, other biomarkers, and neuropsychological assessments can be combined to measure the progression of AD and its early stage. As the preprocessing steps of neuroimaging features of the ADNI-2 dataset are provided on the public ADNI website, we conduct experiments on the ADNI-2 dataset to provide a high degree of reproducibility. The ADNI-2 dataset includes 757 patients (144 ADs, 330 MCI s, and 283 normal controls (NCs)). We further divide MCI subjects into pMCI subjects that will progress to AD within a predefined period and sMCI subjects that remain stable or convert to normal. A longer follow-up period allows to earlier possible AD detection and therapeutic intervention. However, the use of long-term follow-up data will also reduce the available training sample size. Considering that almost all subjects in the ADNI-2 dataset have complete follow-up data in 3 years and most related works (Moradi et al., 2015; Young et al., 2015; Wee et al., 2013) aim to predict the conversion from MCI to AD within 3 years, we set the follow-up period as 3 years. As 11 MCI patients only have the diagnostic information at baseline, they could not be classified as sMCI or pMCI. As a result, there are 234 sMCI subjects and 85 pMCI subjects in the ADNI-2 dataset. The demographic information is summarized in Table 1. To further validate the generalization performance of OLFG, we also conduct performance evaluation on an independent external cohort, i.e., the OASIS-3 dataset (LaMontagne et al., 2019), containing 29 AD patients and 329 normal controls.

We adopt the features of MRI and PET that can be downloaded from the public ADNI website to provide a high degree of reproducibility. For MRI, we use the features processed by a team from University of California at San Francisco. They performed cortical reconstruction and volumetric segmentation with the FreeSurfer image analysis suite (http://surfer.nmr.mgh.harvard.edu/). Preprocessed 3T T1 weighted image data (gradient warping, scaling, B1 correction and N3 inhomogeneity correction) were run with FreeSurfer. The cortical volume (CV), surface...
area (SA), cortical thickness average (TA), and standard deviation of thickness (TS) of cortical regions and subcortical regions were extracted as features. Meanwhile, total intracranial volume (ICV) and left and right hemisphere SA were also calculated. For PET, we use the features processed by a team from University of California at Berkeley. Each florbetapir image (AV45 Coreg. Avg, Std Img and Vox Sz, Uniform Resolution) was coregistered using SPM8 to that subject’s MRI image that is closest in time. Then, they performed skull-strip, segment, and delineate cortical and subcortical regions in all MRI scans using FreeSurfer. The standardized uptake value ratios (SUVs) for frontal, anterior/posterior cingulate, lateral parietal, lateral temporal regions were extracted. The data and details of the processing procedure are available at the public ADNI website (http://adni.loni.usc.edu/). As several regions do not satisfy the quality control requirements, there exist features with missing values in the dataset. We remove the features with missing values and a total of 311 MRI features and 115 PET features are used for the OASIS-3 dataset. As 12 PET features in the ADNI-2 dataset are not included in the OASIS-3 dataset, only 103 PET features are used for the OASIS-3 dataset and the preprocessed features can be downloaded from https://www.oasis-brains.org.

4.2. Compared methods

We compare OLFG with eight baselines:

- **RMSR** (Ning et al., 2021): It learns a bi-directional mapping between original space and shared space to exploit the underlying associations inherent in multimodal data, and then projects the shared representations into the target space for AD diagnosis.
- **CMLS** (Zhou et al., 2020): It projects multimodal data into a common latent space to capture the cross-modality correlations. Then, it ensembles multiple diversified classifiers to obtain a robust classification result.
- **LRL** (Zhou et al., 2019b): It learns a latent representation space with multimodal data and then projects the latent representation to the label space for AD diagnosis.
- **L2PSC** (Zhu et al., 2017): It integrates LDA and LPP into a sparse feature selection framework to incorporate global and local information jointly for selecting informative features from the original feature set.
- **R2DLSR** (Lei et al., 2017): It is a discriminative sparse learning framework that incorporates the intrinsic relationships among features and subjects for AD diagnosis.
- **PTDCN** (Gao et al., 2021): It contains a dense convolutional network for each modality to learn the deep features for AD classification. Moreover, three pathway transfer blocks are built to communicate information across different modalities for performance promotion.
- **MMDL** (Zhang et al., 2019): It builds two independent convolutional neural networks for extracting features from the MRI and PET images. Then, the correlation analysis is performed to evaluate the consistency of the output of the two networks and the results are combined with the clinical neuropsychological tests for AD diagnosis.

### 4.3. Experimental settings

Following related works (Zhu et al., 2017; Ning et al., 2021), we evaluate all comparison methods using 10-fold cross-validation strategy and the final results are computed by averaging the repeated experiments. We use accuracy (ACC), sensitivity (SEN), specificity (SPE), and the area under the curve (AUC) as our evaluation criteria. All experiments are repeatedly conducted 10 times for recording the average performance. The proposed method has five user-defined hyperparameters: $\alpha, \beta, \gamma, \lambda,$ and $h$. Parameters $\alpha, \beta, \gamma, \lambda,$ and $h$ are determined by grid search in the range of $\{10^{-3}, 10^{-2}, \ldots, 10^3\}$ and parameter $h$ are determined by grid search in the range of $\{2, 3, 5, 10, 20, 30, 40, 50\}$. Three classification tasks are performed, including NC vs. MCI, NC vs. AD, and sMCI vs. pMCI. Our experiments are implemented on a Windows 10 desktop computer with a 3.6 GHz Intel Core i3-8100 CPU and 8 GB RAM. Our code has been released at https://github.com/chenz96/OLFG.

### 4.4. Performance comparison

In this section, we compare our proposed OLFG to several state-of-the-art baselines. Table 2 summarizes the mean ACC, SEN, SPE, and AUC values for all the compared methods. It can be seen that OLFG performs the best among all evaluated methods in most cases, which demonstrates the superiority of OLFG for the multimodal AD diagnosis tasks. Specifically, OLFG outperforms other latent space-based methods (i.e., RMSR, CMLS, and LRL). This implies that OLFG can learn a more discriminative latent space than other latent space-based methods. The reason is that OLFG focuses on useful features through adaptive feature weighting and imposes the orthogonal constraint on the projection matrices to retain discriminative information in the latent space. Moreover, OLFG obtains better performance when compared with other Laplacian regularization-based methods (i.e., RMSR, LRL, R2DLSR, L2PSC). There are two potential reasons for this phenomenon. First, other Laplacian regularization-based methods calculate the similarity graph on the original input space and the graph construction is independent of the following processes. In contrast, graph learning and latent representation learning are integrated into a unified framework and can be optimized jointly in OLFG, which can help to build an accurate graph in a task-driven manner. Second, other Laplacian regularization-based methods construct a similarity graph for each modality, ignoring the fact that different modalities should share a common underlying graph structure which is vital for the diagnosis. OLFG constructs a joint graph for multiple modalities, which can accurately encode the relationships among different modalities. In addition, the results reported for NC vs. MCI and sMCI vs. pMCI are lower than the performance for NC vs. AD for all models. The main reason is that the brain differences between normal controls and MCI patients, as well as between sMCI and pMCI patients, are much lower than those between normal controls and AD patients. As a result, it is easier for diagnosis models to extract information that can be used to distinguish AD patients from normal controls. Finally, the performance achieved by OLFG is comparable to those of deep learning methods, i.e., PT-DCN and CNN. As shown in Table 3, in terms of ACC, the proposed method outperforms PT-DCN by a margin of 2.8% and MMDL by a margin of 3.5% for NC vs. AD classification. The improvements achieved by OLFG can be attributed to the capability in modeling the contributions of different features for AD diagnosis. In contrast, PTDCN
Table 2
Performance comparison of different methods on the ADNI-2 dataset for NC vs. MCI, NC vs. AD, and sMCI vs. pMCI classifications.

<table>
<thead>
<tr>
<th>Method</th>
<th>NC vs. MCI</th>
<th></th>
<th></th>
<th></th>
<th>NC vs. AD</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>sMCI vs. pMCI</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC</td>
<td>SEN</td>
<td>SPE</td>
<td>AUC</td>
<td>ACC</td>
<td>SEN</td>
<td>SPE</td>
<td>AUC</td>
<td>ACC</td>
<td>SEN</td>
<td>SPE</td>
<td>AUC</td>
<td></td>
</tr>
<tr>
<td>RMSR</td>
<td>0.658</td>
<td>0.594</td>
<td>0.732</td>
<td>0.707</td>
<td>0.918</td>
<td>0.944</td>
<td>0.905</td>
<td>0.967</td>
<td>0.730</td>
<td>0.849</td>
<td>0.689</td>
<td>0.811</td>
<td></td>
</tr>
<tr>
<td>CMLS</td>
<td>0.656</td>
<td>0.570</td>
<td>0.756</td>
<td>0.688</td>
<td>0.876</td>
<td>0.942</td>
<td>0.841</td>
<td>0.953</td>
<td>0.749</td>
<td>0.858</td>
<td>0.710</td>
<td>0.828</td>
<td></td>
</tr>
<tr>
<td>LRL</td>
<td>0.617</td>
<td>0.536</td>
<td>0.710</td>
<td>0.667</td>
<td>0.909</td>
<td>0.950</td>
<td>0.887</td>
<td>0.964</td>
<td>0.737</td>
<td>0.838</td>
<td>0.868</td>
<td>0.860</td>
<td></td>
</tr>
<tr>
<td>SRSML</td>
<td>0.640</td>
<td>0.558</td>
<td>0.735</td>
<td>0.669</td>
<td>0.921</td>
<td>0.861</td>
<td>0.931</td>
<td>0.958</td>
<td>0.784</td>
<td>0.506</td>
<td>0.885</td>
<td>0.801</td>
<td></td>
</tr>
<tr>
<td>R2DLSR</td>
<td>0.658</td>
<td>0.564</td>
<td>0.767</td>
<td>0.702</td>
<td>0.878</td>
<td>0.953</td>
<td>0.841</td>
<td>0.955</td>
<td>0.721</td>
<td>0.815</td>
<td>0.689</td>
<td>0.800</td>
<td></td>
</tr>
<tr>
<td>L2PSC</td>
<td>0.664</td>
<td>0.564</td>
<td>0.781</td>
<td>0.702</td>
<td>0.895</td>
<td>0.951</td>
<td>0.866</td>
<td>0.958</td>
<td>0.749</td>
<td>0.849</td>
<td>0.714</td>
<td>0.805</td>
<td></td>
</tr>
<tr>
<td>PTDCN</td>
<td>0.638</td>
<td>0.673</td>
<td>0.598</td>
<td>0.708</td>
<td>0.900</td>
<td>0.814</td>
<td>0.944</td>
<td>0.947</td>
<td>0.772</td>
<td>0.336</td>
<td>0.929</td>
<td>0.896</td>
<td></td>
</tr>
<tr>
<td>MMDL</td>
<td>0.661</td>
<td>0.673</td>
<td>0.647</td>
<td>0.712</td>
<td>0.907</td>
<td>0.813</td>
<td>0.953</td>
<td>0.943</td>
<td>0.781</td>
<td>0.266</td>
<td>0.946</td>
<td>0.771</td>
<td></td>
</tr>
<tr>
<td>OLFG</td>
<td>0.671</td>
<td>0.697</td>
<td>0.640</td>
<td>0.719</td>
<td>0.947</td>
<td>0.890</td>
<td>0.982</td>
<td>0.970</td>
<td>0.802</td>
<td>0.425</td>
<td>0.953</td>
<td>0.814</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. Visualization of the similarity graphs on the ADNI-2 dataset. The first two columns correspond to the input single-view similarity graphs respectively. The third column corresponds to the similarity graphs learned by OLFG.

and MMDL take whole brain images as input, which is insufficient for discovering important brain regions.

Moreover, we further perform an extra group of experiments on the OASIS-3 dataset. In this group of experiments, the proposed OLFG model and competing methods are trained using the samples in the ADNI-2 dataset and tested on the independent OASIS-3 dataset. As there is no MCI patient in the OASIS-3 dataset, we only show the results for the NC vs. AD classification task in this group of experiments. The results achieved by different methods are reported in Table 3. OLFG yields the best performance for most evaluation metrics on the OASIS-3 dataset. Specifically, the ACC and AUC values of OLFG are 0.949 and 0.973, which are better than those of the best competing method, i.e., CMLS. This set of results also demonstrates the effectiveness of OLFG for AD diagnosis.

4.5. Quantitative component-wise evaluation

In this section, we conduct ablation studies to evaluate the different components in the proposed model. Five variants of the proposed method are implemented:

- OLFG_P: A variant of OLFG that only employs PET data for training.
- OLFG_M: A variant of OLFG that only employs MRI data for training.
- OLFG_A: A variant of OLFG without updating the joint similarity graph.
- OLFG_G: A variant of OLFG by neglecting the graph Laplacian regularization.
Tables 4 and 5 show the results of OLFG and its five variants. Obviously, the metrics output by OLFG are higher than those by its variants in most cases, indicating the effectiveness of the components in the diagnosis tasks. Specifically, by comparing OLFG_P and OLFG_M with OLFG, we find that OLFG achieves better diagnosis performance, showing the effectiveness of OLFG for fusing multimodal data. Besides, it is observed that the performance of OLFG drops when the feature weighting matrices are removed by comparing OLFG with OLFG_F. For example, the ACC and AUC values of OLFG for the NC vs. MCI task are 0.671 and 0.719, respectively, while those of OLFG_F are 0.654 and 0.692, respectively. That is because OLFG has the ability to recognize the important features from the original features with the feature weighting matrices. As a result, the latent space learned by OLFG contains more information related to the diagnosis than OLFG_F. From the results among OLFG_A, OLFG_G and OLFG, it can be found that the metrics provided by OLFG are higher than those by OLFG_A and OLFG_G. This is because OLFG learns an integrated global graph from multimodal data, which captures the correlations among different modalities and reduces the influence of noises. To further show the effectiveness of the graph learning strategy in OLFG, we show the similarity graphs constructed on the original features of different modalities and the similarity graphs learned by OLFG on the ADNI-2 dataset. The results are shown in Fig. 2. Obviously, due to the influence of noises and redundant features in the original space, the block diagonalization of the graphs constructed in the original feature space is distributed. In contrast, the graphs generated by OLFG are block diagonalization and have more structural information than the original graphs. The results demonstrate that the graphs learned by OLFG are helpful for improving the diagnosis performance.

<table>
<thead>
<tr>
<th>Method</th>
<th>NC vs. AD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC</td>
</tr>
<tr>
<td>BMSR</td>
<td>0.846</td>
</tr>
<tr>
<td>GMLS</td>
<td>0.935</td>
</tr>
<tr>
<td>LRL</td>
<td>0.827</td>
</tr>
<tr>
<td>SRSML</td>
<td>0.901</td>
</tr>
<tr>
<td>R2DLER</td>
<td>0.867</td>
</tr>
<tr>
<td>L2DSC</td>
<td>0.810</td>
</tr>
<tr>
<td>PTDNC</td>
<td>0.912</td>
</tr>
<tr>
<td>MMDL</td>
<td>0.914</td>
</tr>
<tr>
<td>OLFG</td>
<td>0.949</td>
</tr>
</tbody>
</table>

OLFG_F: A variant of OLFG that does not employ the feature weighting matrices for latent space learning.

In this section, we first analyze the parameter sensitivity and show the discriminative features identified by OLFG. Then, we compare our results with those of several state-of-the-art methods. Finally, we analyze the limitations and possible future directions of our work.

5. Discussion

5.1. Parameter evaluation

In this part, we discuss the behaviors of the major hyperparameters for a better understanding of our model. There are five parameters (the dimension of latent representation \( h \), regularizer parameters \( \alpha \), \( \beta \), \( \gamma \), and \( \lambda \) that need to be set in OLFG. Hyperparameter \( h \) is selected from \( \{2, 3, 5, 10, 20, 30, 40, 50\} \) and hyperparameters \( \alpha, \beta, \gamma, \lambda \) are searched from \( \{10^{-3}, 10^{-2}, \ldots, 10^2, 10^3\} \). For simplicity, the NC vs. AD task on the ADNI-2 dataset is used to study the influence of parameters, as shown in Fig. 3. It can be observed that OLFG is sensitive to the changes of \( \alpha \) and \( \beta \). When \( \alpha \) is large and \( \beta \) is small, our method can obtain a stable and relatively good performance. However, when \( \alpha < 10^{-2} \) or \( \beta > 10^3 \), the performance drops dramatically. When \( \alpha \) is small, the impact of classification loss decreases and the classification error increases. When \( \beta \) is large, \( P \) is excessively sparse and provides little information for the classification. We also find that the variation of \( \gamma \) and \( \lambda \) has few impacts on ACC and AUC as shown in Figs. 3(c) and 3(d), which demonstrates that OLFG is robust to \( \gamma \) and \( \lambda \). Moreover, it is observed that OLFG still obtains relatively good ACC and AUC when \( h \) is very small, showing that projecting the high dimensional multimodal data into a low dimensional space is effective for improving the diagnosis performance.

5.2. Qualitative results

In this section, we investigate the top features identified by OLFG. The feature weighting values in \( \{\theta_i\}_{i=1}^V \) can be used to evaluate the importance of each feature. Small or even zero weighting values will be assigned to uninformative or redundant features, while large weighting values will be assigned to informative features. We sort all features according to their absolute feature weighting values and report the top 10 features frequently selected in cross-validation in Table 6 and visualize the brain regions related to the top 10 features in Fig. 4. As can be seen, some important brain regions are selected by OLFG for all tasks, such as the hippocampus, entorhinal, inferior temporal, and inferior lateral ventricle. These identified brain regions have been recognized to be highly related to AD and its early stage diagnosis (Eichenbaum, 2004; Astillero-Lopez et al., 2022; Scheff et al., 2011; Scelsi et al., 2020). For example, Henneman et al. (2009) investigated the hippocampal measures in patients with AD, MCI, and normal
Table 4
Performance of OLFG and its variants on the ADNI-2 dataset for NC vs. MCI, NC vs. AD, and sMCI vs. pMCI classifications.

<table>
<thead>
<tr>
<th>Method</th>
<th>NC vs. MCI</th>
<th>NC vs. AD</th>
<th>sMCI vs. pMCI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC</td>
<td>SEN</td>
<td>SPE</td>
</tr>
<tr>
<td>OLFG_P</td>
<td>0.669</td>
<td>0.667</td>
<td>0.672</td>
</tr>
<tr>
<td>OLFG_M</td>
<td>0.594</td>
<td>0.652</td>
<td>0.526</td>
</tr>
<tr>
<td>OLFG_A</td>
<td>0.653</td>
<td>0.673</td>
<td>0.629</td>
</tr>
<tr>
<td>OLFG_G</td>
<td>0.664</td>
<td>0.667</td>
<td>0.625</td>
</tr>
<tr>
<td>OLFG_F</td>
<td>0.654</td>
<td>0.671</td>
<td>0.620</td>
</tr>
<tr>
<td>OLFG</td>
<td>0.671</td>
<td>0.697</td>
<td>0.640</td>
</tr>
</tbody>
</table>

Fig. 4. Visualization of the regions selected by OLFG for the ADNI-2 dataset: (a) NC vs. MCI, (b) NC vs. AD, and (c) sMCI vs. pMCI.

Table 5
Performance of OLFG and its variants that trained on the ADNI-2 dataset and tested on the OASIS-3 dataset for NC vs. AD classifications.

<table>
<thead>
<tr>
<th>Method</th>
<th>NC vs. MCI</th>
<th>NC vs. AD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC</td>
<td>SEN</td>
</tr>
<tr>
<td>OLFG_P</td>
<td>0.913</td>
<td>0.897</td>
</tr>
<tr>
<td>OLFG_M</td>
<td>0.930</td>
<td>0.655</td>
</tr>
<tr>
<td>OLFG_A</td>
<td>0.946</td>
<td>0.690</td>
</tr>
<tr>
<td>OLFG_G</td>
<td>0.948</td>
<td>0.764</td>
</tr>
<tr>
<td>OLFG_F</td>
<td>0.933</td>
<td>0.799</td>
</tr>
<tr>
<td>OLFG</td>
<td>0.949</td>
<td>0.862</td>
</tr>
</tbody>
</table>

controls. The results show that the hippocampal atrophy rate best discriminates MCI from normal controls and regional measures of hippocampal atrophy are the strongest predictors of progression to AD. The entorhinal is one of the earliest areas involved in AD and the volume reduction of the entorhinal has been widely reported in AD patients (Astillero-Lopez et al., 2022). Scheff et al. (2011) analyzed the impact of the inferior temporal gyrus and found that it is affected during the early clinical stages of AD and related to some of the early AD-related symptoms. The putamen is selected by OLFG for the tasks of NC vs. AD and NC vs. MCI classifications. It is reported that the decreased volumes of the putamen correlate independently to poor cognitive test performance (de Jong et al., 2008). For the tasks of NC vs. AD and sMCI vs. pMCI classifications. Zhao et al. (2015) found that the thickness of the rostral middle frontal is correlated with cognitive impairment. The parstriangularis has been shown to have a role in cognitive control of memory (Yang et al., 2019). These results suggest that our method is able to identify the relevant brain regions for AD diagnosis.

5.3. Comparison to the related prior works

In this part, we compare the performance of OLFG with those of existing methods for AD diagnosis using multimodal data from ADNI datasets, including the traditional machine learning methods and the deep learning methods. For compared methods, the results reported in the literature are presented in Table 7. It should be noted that due to the differences in dataset selection, preprocessing framework, and dataset partition, the results of different methods are actually incomparable. As shown in Table 7, we can have several observations as follows. First, the results on the ADNI-2 dataset are usually lower than those on the ADNI-1 dataset. For example, for the method proposed by Hao et al. (2020), the AUC on the ADNI-1 dataset (0.980) is higher than that on the ADNI-2 dataset (0.950). The possible reason is that the ADNI-2 dataset uses a different study protocol than the ADNI-1 dataset. Second, the performance of OLFG is higher than those of several deep learning methods (i.e., Suk et al., 2016, Huang et al., 2019, Liu et al., 2020a, and Gao et al., 2021) for most evaluation metrics. The improvements achieved by OLFG can be attributed to the capability in modeling the contributions of different features for AD diagnosis. In contrast, deep learning methods usually take whole brain images as input, which is insufficient for discovering important brain regions. Moreover, compared
with deep learning methods, our proposed method has the advantage of interpretability in discovering useful neuroimaging biomarkers. Third, compared with deep learning methods, our proposed method has the advantage of interpreting the learned model.
samples are created by adding Gaussian noises into a label-inconsistent sample. Then, we encourage the model prediction results on these samples to be similar. In this way, the model outputs under perturbations are similar and the model robustness can be improved (Liu et al., 2022). (2) The neuroimaging protocols used for different datasets are usually different. For example, the amyloid imaging tracer for the ADNI-2 dataset is Florbetapir (AV45) while the AIBL dataset does not provide the AV45 PET scans (The AIBL dataset provides the PIB PET scans for most subjects). Since the scans with different protocols are usually not comparable (Pan et al., 2021; Bourgeat et al., 2022), the two datasets cannot be used together. To address this issue, we will design a generative adversarial network to learn a map from PIB PET scans to AV45 PET scans. Then, the AV45 PET scans for the AIBL dataset are synthesized using the existing PIB PET scans. Consequently, the synthetic PET scans in the AIBL dataset can be used with the PET scans in the ADNI-2 dataset to increase the sample size.

6. Conclusion

In this paper, we present an orthogonal latent space learning with feature weighting and graph learning approach named OLFG for multimodal AD diagnosis. We project multimodal neuroimaging data into a common latent space to capture the correlations among different modalities. Meanwhile, an adaptive feature weighting matrix is learned for each modality to measure the feature importance in the latent space learning. To retain enough statistical and structural information, OLFG utilizes orthogonal projection to learn the latent space. Moreover, we develop a graph Laplacian regularization term with learned graph to preserve the relationships among samples in the latent space. Different from most existing approaches which calculate the similarity graph on the original feature space, we integrate the similarity graph construction into the learning processing for accurately encoding the relationships among samples and improving the robustness to noises. Finally, the learned latent feature representation is projected to the label space for AD diagnosis. Experimental results on the ADNI-2 and OASIS-3 datasets demonstrate the effectiveness of OLFG.
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