Optimization of VGG16 utilizing the Arithmetic Optimization Algorithm for early detection of Alzheimer’s disease
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ABSTRACT

Early detection and prevention of Alzheimer’s disease (AD) is an important and challenging task. Determining a precise and accurate diagnosis of Alzheimer’s disease in its early stages is the most significant challenge. As a result, various research for the early detection of Alzheimer’s disease was conducted. However, these techniques have a number of drawbacks, including higher computational costs, failure to incorporate data from multiple modalities, performance degradation due to data distributions between training and testing data, inability to record brain affected regions, longer processing time, etc. To tackle these issues, we proposed Optimized VGG-16 architecture using Arithmetic Optimization Algorithm (Optimized VGG-16 using AOA) for AD classification. Three major components are involved in this study such as pre-processing, segmentation, and classification. The CAT12 toolkit is used to process the format of T1-weighted MRI images during pre-processing. The image enhancement techniques normalize the uneven light distribution in which the linear contrast stretching enhances the image contrast level. Finally, an Optimized VGG-16 using AOA effectively classifies the AD classes such as normal, mild dementia (severe cognitive decline), and late dementia (very severe cognitive decline) classes. The dataset images are chosen from Alzheimer’s disease Neuroimaging Initiative (ADNI), the Open Access Series of Imaging Studies (OASIS) dataset, and Single Individual volunteer for Multiple Observations across Networks (SIMON) databases. The experimental investigations provided superior classification performances than other existing methods.

1. Introduction

One of the common prevailing kinds of dementia is Alzheimer’s disease (AD). The cognitive function, progressive memory impairment with the disorder of irreversible brain degeneration is AD. Around 5% of those over the age of 65 believe they have AD. By 2050, an estimated 0.64 billion people would have been diagnosed with AD [1]. The brain cells are damaged, resulting in mental function loss and memory loss in persons. At first, AD affects the portion of the brain that controls memory and language. There is complexity and confusion in writing, reading, or speaking with memory loss as the major symptoms of AD patients [2]. The patients may not distinguish their family members and they often forget about their life.

Mild, very mild, and moderate are the three major classes involved in AD. The diagnosis of AD patients is inexact and difficult before they reach the moderate AD stage [3]. Neurobiological and physical examinations are required to correct medical evaluation of AD. For AD diagnosis, the physicians utilize brain MRI. From normal control (NC) to dementia, the transitional state is Mild cognitive impairment (MCI). According to the MCI stage, the major task is presymptomatic AD diagnosis. While curative treatment becomes available, it becomes even more urgent and crucial [3].

The quantitative measurement of metabolic activities of brain is provided with the help of Fluorodeoxyglucose positron emission tomography (FDG-PET) [4]. The cerebral sectional metabolic deviation in AD has occurred prior to the change in the onset of the structural brain. AD is associated with cognitive and functional impairment in patients who have a regional metabolic deviation. For presymptomatic detection of AD, the potential tool FDG-PET is used. The presymptomatic detection of AD demonstrated limited success based on the existing studies’ efforts to detect the subjects [5]. Based on the previous study, the progressive MCI is identified by developing automated tools that demonstrated limited accuracy of less than 80%.

For AD disease screening and tracking, the likelihood functions with regression models are introduced in the existing works. Compared to the existing studies, the support vector machine (SVM) deep neural network
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(DNN) and convolutional neural network (CNN) demonstrated optimal and excellent performances. The AD-related progression patterns are recognized by applying the deep learning neural network (DNN) [6]. Machine learning methods were recently initiated in which several techniques are based on computer vision [7,32,33]. Based on multi-channel EEG, author [29] constructed multiple networks in which every ECG channel has the ability to change keen on the one-layer network. The features were selected with the help of feature selection techniques. For Alzheimer’s disease identification, Yu et al. [30] suggested supervised network-based fuzzy learning of EEG signals. In AD identification, the most effective factors are the clustering coefficient and local efficiency [35–40].

Based on the Latent Factor of Multi-Channel EEG, Li et al. [31] examined feature extraction and identification of Alzheimer’s disease. The properties of the power spectrum were investigated, as well as the dominating frequency of the two groups. The latent components were projected using a three-dimensional state space. Existing methodologies have a few drawbacks, such as higher computational costs, failure to include data from different modalities, data distributions between training and testing data degrade performance, inability to capture brain affected regions, longer processing time, etc. To deal with these problems, we proposed an Optimized VGG-16 using Arithmetic Optimization Algorithm (Optimized VGG-16 using AOA) for AD classification. The classification section describes the study’s novelty. The drawbacks of the VGG-16 model are improved by utilizing AOA, in which the optimal parameter is provided to the VGG-16 model during classification to optimize the dropout rate and batch size. The major role of this article is summarized as below:

- During pre-processing, the CAT12 toolkit is used to process the format of a T1-weighted MRI image. The uneven light distribution is normalized thereby the image contrast level is enhanced via linear contrast stretching.
- An adaptive ROI model segments the brain image nodules. The segmentation model performance is impacted by adding redundant information into the ROIs.
- The AOA parameters are run multiple times, yielding addition, subtraction, multiplication, and division operations, with the optimal parameter being provided to the VGG-16 model to optimize the dropout rate and batch size.
- The optimal VGG16 architecture has a low computing cost, can use numerous datasets, handles data imbalance issues, and has a low computational time.
- An optimized VGG-16 using AOA categorizes normal, mild dementia, and late dementia corresponding to the AD classes.

The rest of the paper is arranged as: Section 2 summarizes the related works. The proposed work is discussed in section 3. The experimental investigations are discussed in section 4. Finally, section 5 concludes the article.

2. Review of related works

For AD detection, Liu et al. [8] introduced Multi-Modality Cascaded Convolutional Neural Networks (MC-CNN). From local CNNs, the learned features are combined using the upper high-level CNNs set. From multiple imaging modalities, the multimodal and generic multi-modal features are learned automatically. The MC-CNN method requires no image segmentation model but it yields 93.26% classification accuracy, nevertheless, the computational cost is higher. Based on analysis of FDG-PET images, the Multiscale Deep Neural Networks (MDNN) was proposed by Liu et al. [9] for AD diagnosis in which the image data were chosen from Alzheimer’s disease Neuroimaging Initiative (ADNI) database. This MDNN model exceeds the accuracy of the classification by 82.51%, compared with previous approaches. This model delivers stable and robust performance but is unable to incorporate the data from multiple modalities.

For AD diagnosis, Islam et al. [10] introduced an ensemble system of deep convolutional neural networks (e-CNN). The Open Access Series of Imaging Studies (OASIS) dataset provided the experimental data. The early-stage diagnosis performance of AD using the e-CNN model is superior to other existing methods. The e-CNN model effectively identifies the different stages of AD but is not suitable for other AD datasets. Liu et al. [11] proposed Deep Multi-task Multi-channel Learning (DM²L) to diagnose AD. The demographic information of subjects and MR imaging data provided clinical score regression in which the multiple-image patches are extracted. The discriminative landmarks are effectively identified, since, the classification performance is degraded due to data distributions among the training and testing data.

Puentecastro et al. [12] proposed deep learning (DL) techniques for AD diagnosis. In order to achieve accurate outputs, transfer learning (TL) techniques are used to conduct the experiments. For the experimental investigation, the OASIS and ADNI datasets from Sagittal MRIs image are employed. The traditional horizontal plane MRI, when compared to earlier studies, yielded satisfactory results. Because of the phenotypic manifestation, the challenging stages are discovered earlier, resulting in reduced data augmentation and the usage of TL approaches. Despite the fact that the experimental findings showed improved detection performance with minimal computational complexity, it was unable to record the brain-affected regions.

The convolutional neural networks (CNN) using diffusion tensor images were suggested by Marzban et al. [13] for AD detection. The input images are gray-matter (GM) volumes and diffusion maps respectively. The AUC of 0.84 and 0.94 were produced by using stacked mean diffusivity (MD) and GM volume thereby adopting ten-fold cross-validation. From various imaging modalities, this CNN explained the data impacts. This method took higher processing time but it provides 93.5% accuracy. The literature survey is summarized in Table 1.

3. Proposed methodology

This section proposed efficient models for AD classification. The proposed model includes three major sections namely pre-processing, segmentation, and classification in which the overall architecture of

<table>
<thead>
<tr>
<th>Reference</th>
<th>Nam of the methods</th>
<th>Dataset used</th>
<th>Merits</th>
<th>Demerits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liu et al. [8]</td>
<td>MC-CNN</td>
<td>ADNI database</td>
<td>Accomplishing 93.26% accuracy but it requires no image segmentation</td>
<td>Higher computational cost</td>
</tr>
<tr>
<td>Liu et al. [9]</td>
<td>Multiscale (MDNN)</td>
<td>ADNI dataset</td>
<td>Stable and robust performance</td>
<td>Failed to incorporate data from multiple modalities</td>
</tr>
<tr>
<td>Islam et al. [10]</td>
<td>e-CNN</td>
<td>OASIS dataset</td>
<td>Effectively identifies the different stages of AD</td>
<td>Not suitable for other AD datasets</td>
</tr>
<tr>
<td>Liu et al. [11]</td>
<td>DM²L</td>
<td>ADNI dataset</td>
<td>Discriminative landmarks effectively identified</td>
<td>The performance is degraded due to data distributions among the training and testing data</td>
</tr>
<tr>
<td>Puentecastro et al. [12]</td>
<td>DL models</td>
<td>OASIS and ADNI datasets</td>
<td>Higher detection performance with low computational complexity</td>
<td>Unable to record the brain affected regions</td>
</tr>
<tr>
<td>Marzban et al. [13]</td>
<td>CNN</td>
<td>ADNI datasets</td>
<td>Better accuracy values</td>
<td>Takes higher processing time</td>
</tr>
</tbody>
</table>
the proposed work is delineated in Fig. 1. Our proposed methodology is implemented in a medical decision support module which helps to provide Alzheimer’s disease diagnosis. Initially, the patients’ records are given as input to the proposed model, which diagnoses Alzheimer’s disease based on several parameters, and the findings of the diagnosis are submitted to the doctor for final verification. If the suspected patient’s results are as expected, they are at risk of developing Alzheimer’s disease, but if no abnormalities are found, the patient’s results are normal.

3.1. Pre-processing

Pre-processing is the major step involved in medical image training and testing for the proposed model. The default value setting with the CAT12 toolkit is used to process the format of the T1-weighted MRI image. After processing, the pre-processing steps involve image smoothening, extraction of the skull, MNI space form registration [14]. Because of the poor brightness created by visual equipment, MRI images show deterioration such as low variation. The image enhancement model is used to improve MRI images across a wide range of intensities in order to overcome this problem. Because of the non-linear light intensity recognized as noise, some undesirable information is added to the image during the image acquisition process. The overall accuracy performance of the image processing is affected due to non-linear light intensity [15]. The image enhancement techniques normalize the uneven light distribution and the non-linear light was established because of improper lens slit setting of the scanning devices. The contrast stretching increases the dynamic light intensity ranges due to the image outputs thereafter the procedure consists of suitable light distribution and enhanced contrast. The linear contrast stretching enhances the image contrast level.

3.2. Segmentation using an adaptive ROI (A-ROI) model:

For the next slice to search for the presence of nodule, the ROI is dynamically selected using an adaptive ROI model. The ROI position is adjusted using nodule mask and ratio maintenance among the ROI (i.e. below the threshold (T)) and nodule area are the major objectives of this method. The nodule penetration search stages into adjacent slices are described in Algorithm 1. The user provides the segmentation of the nodule is executed on the manual ROI. In the predicted mask, identify the margins thereby adjusting the size and position of ROI thereafter attaining predicted nodule segmentation [16].

\[
A_1 = A_2 + \Delta E_a
\]

\[
B_1 = B_1 + \Delta E_b
\]

\[
B_2 = B_2 + \Delta E_b
\]

\[\text{If} \quad a_{ROI} \leq P_T \]

\[\text{Then} \quad a_{ROI, j+1} = a_{ROI, j+1} + \Delta a\]

\[E_b = \text{Calc}(\Delta a/2)\]

\[A_1 = A_2 + E_b\]

\[B_1 = B_1 + E_b\]

\[B_2 = B_2 + E_b\]

\[\text{End If}\]

\[\text{ROI updated with the nodule segmentation in the next slice}\]

\[\text{End While}\]

From Algorithm 1, the nodule area of \(j^{th}\) current slice, ROI in \(j^{th}\) current slice, and the next \((j+1)^{th}\) slice is indicated as \(a_{ROI}, a_{ROI, j+1}\) and \(a_{ROI, j+1} = a_{ROI, j+1} + \Delta a\). The bottom, top, left and right margins of the predicted mask are denoted as \(E_b, E_t, E_l\) and \(E_r\). Along with the \(A\) and \(B\) axis, the differentials in the margins are provided using \(\Delta E_a\) and \(\Delta E_b\). According to the current ROI, the beginning and ending coordinate points are \(A_1, A_2\) and \(B_1, B_2\). Based on the updated ROI in the next \((j+1)^{th}\) slice, the beginning and ending coordinate points are \(A_1, A_2\) and \(B_1, B_2\).

An optimal ROI size selection is determined using Algorithm 1 thereafter detecting the next ROI position. A similar length present on every side of the calculated ROI. The selected ratio threshold (\(P_T\)) with the constant value is smaller when the method retains the ratio among \(a_{ROI}\) and \(a_{ROI, j+1}\). Within the two adjacent slices, the maximum feasible movement of the nodule is directly linked.

\[
P_T = \frac{1}{S_{ROI, \text{threshold}}} \quad (1)
\]

Data validation determines the optimal \(P_T\) value.

\[
P_T \leq \frac{a_{ROI}}{a_{ROI, j+1}} \quad (2)
\]

where, \(P_T \in (0, 1)\) and \(a_{ROI}\) of minimal feasible value is similar to \(a_{ROI}\). The segmentation model performance is impacted by adding redundant information into the ROIs as described in Algorithm 1. The algorithm computes the differential \(\Delta a\) between the required area of ROI next slice and the current area of ROI. For ROI coordinate update, the required size is obtained by utilizing \(\Delta\). An adaptive ROI and constant ROIs are determined. It fails to cover the area of nodule available in other slices while the ROI remains closer to the initial slice nodule.
segmentation model performance is impacted by adding redundant information into the ROIs. The ROI without the requirement to other slices is selected and also the ROIs are selected optimally. The segmentation model performance is enhanced by facilitating the remainder of slices. Deep Residual U-Net architecture [17] is used along with an adaptive ROI thereby performing better performance in terms of brain nodule segmentation.

Within each ROI, the patch sizes to have 500, 1000, and 1500 voxels are selected. For the whole brain, several smaller units of various image sizes output to the total number of patches such as 343, 705, and 1488. The sufficient brief information determines the patch size and the restricted number of data samples are considered by neglecting too large a feature dimension. According to the ROI size, the amount of voxels in every patch is predefined. At similar scales across every ROI in the brain, the uniform patch size density is provided for various ROIs along with the brain guiding to the aggregation of the signal [9]. The metabolism feature extracts the image intensities in each patch.

3.3. Classification

In this study, we have used Convolutional Neural Network in terms of VGG16 with Arithmetic Optimization Algorithm (Optimized VGG-16 using AOA) for the classification AD such as normal, mild dementia (severe cognitive decline), and late dementia (very severe cognitive decline).

3.3.1. Convolutional neural network

The VGG-16 is the major base of CNN. The Visual Geometry Group (VGG) trains and designs object recognition in which the most important deep convolutional neural network is VGG-16 [18]. This network is known based on the simple architecture and good performance despite its around 160 million parameters. In 2015, the Google research team develops the network Inceptionv3. The higher computational cost associated with CNN is overcome using a pre-trained architecture such as VGG16 [19]. In this study, the convolution, pooling, fully connected and output layers are the four major components involved in CNN.

A. Convolutional layer: The most significant component in CNN is a convolutional layer. The convolution-oriented process transforms the input into an output. The volumetric picture shows both input and output. The fixed width and height with planes compose the input volume. The depth D is defined as the number of planes. The number of M planes with the volume structure present in the convolutional layer. The number of kernels or filters with their smaller size (K) defines each plane. The weight with the size of the filter is 3 × 3. Yk is the matrix value with respect to the kth input plane.

The parametric weight is wjk. Over the kth input plane, the two-dimensional matrix wjk × Yk is produced using the convolution of this filter [20]. The activation function F transforms the result and the bias function bl.

\[
X_l = F \left( b_l + \sum_{k=1}^{D} w_{jk} Y_k \right), \quad l = 1, ..., M
\]

The feature map resulting matrix Xl. The feature map is M. In the current CNN architecture, the activation function is ReLU. When keeping each positive input similar, it changes all the values of inputs to zero.

\[
F(y) = \max(0,y)
\]

The convolutional layer output applies the ReLU function. The classification accuracy and the network learning speed increased.

B. Pooling layer: The feature map size is reduced using a pooling layer after each block of a layer or convolutional layer. When neglecting irrelevant details, the important information is preserved. The model sensitivity to distortions and shifts are reduced the feature positions within the input images [21]. The stride (s) and the squared section of the feature map size (F) are the two important parameters to define.

<table>
<thead>
<tr>
<th>Layers</th>
<th>M-number of planes (filters)</th>
<th>Size of the filters</th>
<th>Max pooling</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 × conv2D</td>
<td>64</td>
<td>3 × 3</td>
<td>s = 2 and F = 2</td>
</tr>
<tr>
<td>2 × conv2D</td>
<td>128</td>
<td>3 × 3</td>
<td>s = 2 and F = 2</td>
</tr>
<tr>
<td>3 × conv2D</td>
<td>256</td>
<td>3 × 3</td>
<td>s = 2 and F = 2</td>
</tr>
<tr>
<td>3 × conv2D</td>
<td>512</td>
<td>3 × 3</td>
<td>s = 2 and F = 2</td>
</tr>
<tr>
<td>3 × conv2D</td>
<td>512</td>
<td>3 × 3</td>
<td>s = 2 and F = 2</td>
</tr>
<tr>
<td>1000 nodes fully connected with softmax activation</td>
<td>4096 fully connected nodes</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

pooling.

The s = 2 and F = 2 with five pooling layers present in a VGG-16. Over the whole feature map, the two pixels steps with each 2 × 2 pixel apply the pooling layer. The VGG-16 implementation architecture is summarized in Table 2. The blocks organize 13 convolutional layers in which it composes in the VGG-16 network [19].

C. Fully connected and output layer: Obtain the feature map set after the pooling and successive convolutions layers. The input-output operation performed using each neuron of the fully connected layer is as shown below:

\[
Z = F \left( b + \sum_{j=1}^{M} w_j Y_j \right)
\]

Hence, the neuron weight and the input features are Yj and wj. The fully connected layer output is Z. The softmax activation function is delineated as below:

\[
F(x_l) = \text{Softmax}(x_l) = \frac{e^{x_l}}{\sum_{k=1}^{8} e^{x_k}}, \quad \text{for} \quad l = 1, ..., 8
\]

The probability distribution result is obtained by applying the output layer of each node’s results. In this study, we have used three output neurons to classify the AD classes.

3.3.2. Formulation of Arithmetic Optimization Algorithm (AOA)

Randomly generated a candidate solution set with population-oriented methods begins with the enhancement process. The optimization rule set incrementally improves the generated set of solutions in which the specific objective function evaluates it. For the given problem, the global optimization algorithm obtains the probability [22]. The optimization model has two major classes in the realm of population-based optimization techniques: exploration and exploitation. During the exploration stage, the latter is the enhancement of obtained solution’s accuracy. According to Arithmetic Optimization Algorithm (AOA), the following sub-sections delineate the diversification (exploitation) and intensification (exploitation). Addition, subtraction, multiplication, and division are the major arithmetic operators.

(i) Inspiration

Along with algebra, geometry, and analysis, one of the significant sections of modern mathematics is a fundamental component of number theory called arithmetic. From few candidate solution sets, the best element subjected to a particular criterion is determined using an AOA as the mathematical optimizations.

(ii) Initialization stage

Equation (7) shows the candidate solution set (Y) in AOA. In each iteration, the best-obtained solution considers the best candidate solution.

\[
Y_{iteration} = K_{iteration} \cdot \text{AOA}
\]

Algorithm 2: AOA pseudo-code

Input: Initialization of AOA parameters with the maximum number of iterations

Output: Obtain the best solution

While (c_iteration < M_iteration) do

Evaluate the fitness function

Obtain the optimal solution if it finds any optimal so far

(continued on next page)
Algorithm 2: AOA pseudo-code

(continued)

Equation (2) update the value of $M_{OA}$

Equation (4) update the value of $M_{OA}$

For $j = 1$ to $s_{solution}$ do
  For $j = 1$ to $s_{solution}$ do
    The random values $R_1$, $R_2$, and $R_3$ generated between [0,1]
    If $R_1 > M_{OA}$
      Diversification stage
      If $R_2 > 0.5$
        The division math operator is applied
        Equation (3) updates the $j^{th}$ solution position
      Else
        The multiplication math operator is applied
        Equation (3) updates the $k^{th}$ solution position
      End If
    Else
      Intensification stage
      If $R_3 > 0.5$
        The subtraction math operator is applied
        Equation (5) updates the $j^{th}$ solution position
      Else
        The addition math operator is applied
        Equation (5) updates the $k^{th}$ solution position
      End If
    End If
  End For
End For
$c_{iteration} < c_{iteration} + 1$
End While

Equation (7)

$$Y = \begin{bmatrix}
  y_{1,1} & \cdots & y_{1,i} & y_{1,m_1} \\
y_{2,1} & \cdots & y_{2,i} & y_{2,m_1} \\
  \vdots & \vdots & \vdots & \vdots \\
y_{M,1} & \cdots & y_{M,i} & y_{M,m_1}
\end{bmatrix}$$

The search stage is selected before the AOA initializes working.

Equation (8) calculates the math optimizer accelerated ($M_{OA}$) function.

$$M_{OA}(c_{iteration}) = \text{Minimum} + c_{iteration} \times \left( \frac{\text{Maximum} - \text{Minimum}}{M_{iteration}} \right)$$

At $j^{th}$ iteration, the function value is denoted as $M_{OA}(c – iteration)$ thereby maximum and minimum iteration is calculated.

(iii) Diversification stage:

We introduced the AOA of diversification or exploration behavior in this section. The high distributed value is obtained using multiplication or division operator based on the arithmetic operators. Based on division and multiplication, the best solution is determined by exploring AOA exploration operators [23]. The arithmetic operator’s behavior is simulated by employing the simplest rule. Equation (9) illustrates the position update of the exploration stage.

$$y_{j,k}(c_{iteration} + 1) = \begin{cases}
B(y_{j}) \div (M_{OA} + \delta) \times ((U_i - L_i) \times \alpha + L_i) & R_2 < 0.5 \\
B(y_{j}) \times M_{OA} \times ((U_i - L_i) \times \alpha + L_i) & \text{otherwise}
\end{cases}$$

In the next iteration, the $j^{th}$ and $k^{th}$ solution position is denoted as $y_{j,k}(c – iteration)$. The small integer is $\delta$ with the controlling parameter is $\alpha$. The $j^{th}$ position of upper and lower bound is $U_i$ and $L_i$.
My (11) delineates the exploitation stage. The optimal solution during the detection of exploration search. Equation (10) is easily the target approach. After a little iteration, deduce the near-arithmetic operator. Because of low dispersion, addition and subtraction analyses were carried out to evaluate the proposed model performance. Based on AOA, there are 100 epochs used. Various experimental rate of 0.001, mini-batch size of 6, and 0.06 wt decay are used in this proposed model [10,25]. The optimized parameters such as learning NVIDIA GeForce GTX 770, 16 GB RAM, and AMD A8 CPU implement the code.

(iv) Intensification stage:

Higher dense outputs are obtained using addition or subtraction of arithmetic operator. Because of low dispersion, addition and subtraction are easily the target approach. After a little iteration, deduce the near-optimal solution during the detection of exploration search. Equation (11) delineates the exploitation stage.

\[
M_{\text{OA}}(c_{\text{iteration}}) = 1 - \left(1 - \frac{c_{\text{iteration}}}{\beta}\right)^{\rho}
\]

At the \(t^{th}\) iteration, the function value is expressed as \(M_{\text{OA}}(c - \text{iteration})\). Further, the sensitive parameter is \(\beta\).

Utilize the search operator of exploitation to avoid getting trapped in the local search area. The random values \(R_1, R_2,\) and \(R_3\) were generated between 0 and 1 intervals. The optimal solution is obtained by assisting the exploitation search stage. Algorithm 2 describes the AOA pseudocode.

3.3.3. Optimized VGG-16 using AOA for AD classification

The VGG-16 in CNN met a few shortcomings in the case of parameter optimization such as weights, dropout rate, and batch size with overfitting and more training time reduction. Hence, we used Arithmetic Optimization Algorithm (AOA) to boost up the performance of the VGG-16 model. The AOA parameters with a maximum number of iteration are carried out thereby the addition, subtraction, multiplication, and division operations are performed in which the optimal parameter is fed to the VGG-16 model to optimize the dropout rate and batch size [23,24]. An optimized VGG-16 using the AOA model for AD classification is delineated in Fig. 2. Therefore, the optimized VGG-16 using the AOA model accurately classifies the classes of AD such as normal, mild dementia, and late dementia respectively.

4. Result and discussion

The Python, Keras, and Tensor Flow on Linux X86-64 machine with NVIDIA GeForce GTX 770, 16 GB RAM, and AMD A8 CPU implement the proposed model [10,25]. The optimized parameters such as learning rate of 0.001, mini-batch size of 6, and 0.06 wt decay are used in this study. Based on AOA, there are 100 epochs used. Various experimental analyses were carried out to evaluate the proposed model performance.

4.1. Dataset explanation

The experimental images were chosen from the database of Alzheimer’s disease Neuroimaging Initiative (ADNI) [26], Open Access Series of Imaging Studies (OASIS) dataset [10], and Single Individual volunteer for Multiple Observations across Networks (SIMON) dataset [34]. In the Canada and USA, the participants across 57 sites recruit the North American cohort. The progression of early AD and mild cognitive impairment (MCI) is measured by combining neuropsychological and clinical assessments with other biological markers [27]. The sample of dataset images is illustrated in Fig. 3.

The ADNI dataset consists of a total of 819 images. This study incorporates 229 normal images, 192 late dementia images, and 398 mild dementia images. 70% of images were used for training and the remaining 30% for testing [28]. The details about training and testing images are delineated in Table 3.

4.2. Performance measures

In this study, we have used various kinds of evaluation measures including Accuracy (A), Specificity (Spec), Sensitivity (Sen), Precision (P), Recall (R), and F-measure to verify the proposed model performance. The following equations explain each evaluation criteria. The \(T_{\text{pos}}\) and \(T_{\text{neg}}\) are true positive and true negative. Further, the false positive and false negative is defined as \(F_{\text{pos}}\) and \(F_{\text{neg}}\).

\[
A_{\text{accuracy}} = \frac{T_{\text{pos}} + T_{\text{neg}}}{T_{\text{pos}} + T_{\text{neg}} + F_{\text{pos}} + F_{\text{neg}}}
\]

\[
\text{Sen} = \frac{T_{\text{pos}}}{T_{\text{pos}} + F_{\text{neg}}}
\]

\[
\text{Spec} = \frac{T_{\text{neg}}}{F_{\text{pos}} + T_{\text{neg}}}
\]

\[
P = \frac{T_{\text{pos}}}{T_{\text{pos}} + F_{\text{pos}}}
\]

\[
R = \frac{T_{\text{neg}}}{F_{\text{neg}} + T_{\text{neg}}}
\]

\[
\text{F-measure} = \frac{2 \times \text{Sen} \times \text{Spec}}{\text{Sen} + \text{Spec}}
\]

Fig. 3. Sample images based on ADNI database, (a) Normal, (b) Mild dementia, and (c) Late dementia.

<table>
<thead>
<tr>
<th>Name of the classes</th>
<th>Total image</th>
<th>Training image</th>
<th>Testing image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>229</td>
<td>153</td>
<td>76</td>
</tr>
<tr>
<td>Mild dementia</td>
<td>398</td>
<td>266</td>
<td>132</td>
</tr>
<tr>
<td>Late dementia</td>
<td>192</td>
<td>128</td>
<td>64</td>
</tr>
</tbody>
</table>

Table 3

Details about the training and testing images.
Table 4
Pre-processing results.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Without pre-processing</th>
<th>With pre-processing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training rate</td>
<td>96.11%</td>
<td>97.89%</td>
</tr>
<tr>
<td>Test rate</td>
<td>89.34%</td>
<td>92.34%</td>
</tr>
</tbody>
</table>

Fig. 4. State-of-art result of segmentation.

Fig. 5. Performance assessment, (a) Accuracy and (b) loss.

Fig. 6. Confusion matrix assessment based on classifier performance.

Fig. 7. Local and global optima performance analysis of AOA.
Fig. 8. Performance assessment of various classes.

Fig. 9. State-of-art comparison of classification based on the evaluation measures.
The state-of-art comparison of accuracy is delineated in Fig. 10. The state-of-the-art comparison of AD classification performance is shown in Fig. 11. The performance assessment of various classes is delineated in Fig. 8. Three classes such as normal, mild dementia, and late dementia validate the performance of optimized VGG-16 using AOA for AD classification. The normal class demonstrated 97% accuracy, 92% specificity, and 95% specificity. Based on mild dementia, the outputs of 96% accuracy, 90% specificity, and 90% specificity are obtained. At last, the late dementia class delineated 95% accuracy, 94% specificity, and 92% specificity respectively.

The state-of-art comparison of classification based on the evaluation measures is illustrated in Fig. 9. The proposed optimized VGG-16 with AOA with AlexNet, InceptionV3, and GoogleNet, VGG-16. By using optimized VGG-16 with AOA, we have obtained 96%, 95.7%, and 95% performances with respect to normal, mild dementia, and late dementia classes.

The state-of-art comparison of accuracy is delineated in Fig. 10. The most recent work such as Multi-Modality Cascaded Convolutional Neural Networks (MC-CNN) [8], Multiscale Deep Neural Networks (MDNN) [9], ensemble system of deep convolutional neural networks (e-CNN) [10], convolutional neural networks (CNN) [13], and proposed an optimized VGG-16 using AOA methods are used in this study. According to this investigation, the accuracy of 93.26%, 82.51%, 92.48%, 93.5%, and 97% are obtained by using MC-CNN, MDNN, e-CNN, CNN, and the proposed method. The proposed optimized VGG-16 employing the AOA model outperformed previous approaches in terms of accuracy.

The state-of-art comparison of AD classification performance is delineated in Table 5. The existing methods such as with Multi-Modality Cascaded Convolutional Neural Networks (MC-CNN) [8], Multiscale Deep Neural Networks (MDNN) [9], ensemble system of deep convolutional neural networks (e-CNN) [10], convolutional neural networks (CNN) [13], and deep learning (DL) [12] with proposed an optimized VGG-16 using AOA model is used. Therefore, the proposed method delivered 96.78% specificity, 96.21% sensitivity, 96.90% precision, 95.82% recall, and 95.78% F-measure outputs. The MD-DNN dataset is not suited for other architectures and is incapable of detecting Alzheimer’s disease in the different parts of the brain. However, the proposed method offered superior classification performances than other previous methods.

The state-of-the-art result of frame per second (FPS) with respect to CNN techniques such as Multi-Modality Cascaded Convolutional Neural Networks (MC-CNN) [8], ensemble system of deep convolutional neural networks (e-CNN) [10], convolutional neural networks (CNN) [13], and the proposed method is shown in Fig. 11. This investigation

\[
F_{\text{measure}} = \frac{2 \times T_{\text{pos}} \times R_{\text{neg}}}{T_{\text{pos}} + R_{\text{neg}}}
\]

where, \(T_{\text{pos}}\) - the classifier correctly classifies the affected region called a true positive. \(R_{\text{neg}}\) - the classifier correctly classifies the non-affected region called a true negative. \(F_{\text{neg}}\) - the classifier wrongly classifies the affected region called false positive. \(F_{\text{neg}}\) - the classifier wrongly classifies the non-affected region called a false negative.

4.3. Discussions

Table 4 summarizes the outcomes of the pre-processing. The training and testing rates are described with and without preprocessing. Fig. 4 describes the state-of-art result of segmentation. In this study, the segmentation techniques such as region-based segmentation, edge detection, thresholding-based segmentation, and adaptive ROI. In our study, we used an adaptive ROI segmentation model that provided better segmentation results than other existing studies such as region-based segmentation, edge detection, and thresholding-based segmentation.

In this study, the performance assessment with respect to accuracy and loss are delineated in Fig. 5. There are 100 epochs are used to evaluate the performance of accuracy and loss. The training and validation accuracy is delineated in Fig. 5(a). This investigation provides 0.97% training accuracy and 0.92% validation accuracy. Fig. 5(b) explains the training and validation losses. From this Fig. 5(b), the training and validation loss of 0.05% and 0.16% are obtained.

The confusion matrix assessment based on classification performance is depicted in Fig. 6. At the training stage, an optimized VGG-16 using the AOA model in the case of normal, mild dementia, and late dementia classes are assessed in this experiment. The blue color corresponding to the diagonal matrix expresses the accuracy of each relevant class.

Table 5
State-of-art comparison of classification.

<table>
<thead>
<tr>
<th>Name of the methods</th>
<th>Evaluation measures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Specificity</td>
</tr>
<tr>
<td>MC-CNN</td>
<td>90.78%</td>
</tr>
<tr>
<td>MDNN</td>
<td>92.89%</td>
</tr>
<tr>
<td>e-CNN</td>
<td>90.56%</td>
</tr>
<tr>
<td>CNN</td>
<td>89.90%</td>
</tr>
<tr>
<td>DL</td>
<td>88.9%</td>
</tr>
<tr>
<td>Proposed</td>
<td>96.78%</td>
</tr>
</tbody>
</table>

The local and global optima performance analysis of AOA is depicted in Fig. 7. This investigation is performed between different numbers of generations and the objective values. The AOA effectively balances both global exploration and local exploitation capabilities, as shown in Fig. 7.

The performance assessment of various classes is delineated in Fig. 8. The normal class demonstrated 97% accuracy, 92% specificity, and 95% specificity. Based on mild dementia, the outputs of 96% accuracy, 90% specificity, and 90% specificity are obtained. At last, the late dementia class delineated 95% accuracy, 94% specificity, and 92% specificity respectively.
demonstrated different performance results. However, the proposed method demonstrated 8 s FPS than other exiting techniques.

The drawbacks associated with the state-of-art techniques are presented here. The authors of the e-CNN and CNN architectures were unable to include data from several datasets, and the models also took longer to process. The performance of the CNN architecture is mainly decreased due to the higher computational cost and imbalanced data distributions. When compared to the existing works, our proposed method achieves less computational cost, lower processing time, higher detection accuracy and it has the ability to record brain-affected regions in which the proposed method is suitable for all AD datasets.

5. Conclusion

This study proposed an optimized VGG-16 using AOA for AD classification such as normal, mild dementia, and late dementia respectively. The implementation platform of python, Keras, and TensorFlow on Linux X86-64 machine with NVIDIA GeForce GTX 770 is used to simulate the proposed model. Six evaluation measures with various kinds of experimental investigation, confusion matrix analysis, and state-of-art comparison are carried out. Based on the experimental investigation, the normal, mild dementia, and late dementia demonstrated superior performances in terms of accuracy, specificity, and sensitivity results. The proposed method offers 97% more accuracy than other existing methods including MC-CNN, MDN, e-CNN, and CNN. When compared to the previous techniques, the proposed method demonstrated 96.78% specificity, 96.21% sensitivity, 96.90% precision, 95.82% recall, and 95.78% F-measure results. However, the proposed method outperformed superior performances than other previous models for AD classification. The proposed method provides a number of benefits, including improved classification results, lower computing costs, and faster execution time.
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