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Early prediction of Alzheimer’s disease (AD) is crucial for delaying its progression. As a chronic disease,
ignoring the temporal dimension of AD data affects the performance of a progression detection and med-
ically unacceptable. Besides, AD patients are represented by heterogeneous, yet complementary, multi-
modalities. Multitask modeling improves progression-detection performance, robustness, and stability.
However, multimodal multitask modeling has not been evaluated using time series and deep learning
paradigm, especially for AD progression detection. In this paper, we propose a robust ensemble deep
learning model based on a stacked convolutional neural network (CNN) and a bidirectional long short-
term memory (BiLSTM) network. This multimodal multitask model jointly predicts multiple variables
based on the fusion of five types of multimodal time series data plus a set of background (BG) knowledge.
Predicted variables include AD multiclass progression task, and four critical cognitive scores regression
tasks. The proposed model extracts local and longitudinal features of each modality using a stacked
CNN and BiLSTM network. Concurrently, local features are extracted from the BG data using a feed-
forward neural network. Resultant features are fused to a deep network to detect common patterns
which jointly used to predict the classification and regression tasks. To validate our model, we performed
six experiments on five modalities from Alzheimer’s Disease Neuroimaging Initiative (ADNI) of 1536 sub-
jects. The results of the proposed approach achieve state-of-the-art performance for both multiclass pro-
gression and regression tasks. Moreover, our approach can be generalized in other medial domains to
analyze heterogeneous temporal data for predicting patient’s future status.

� 2020 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Alzheimer’s disease (AD) accounts for 60% to 70% of dementia in
seniors, and 115.4 million people are expected to have AD in 2050
[1]. There is no cure for AD, and current treatments only decelerate
its progression [2]. As a result, its early prediction is of fundamen-
tal importance for timely treatment and progression delay. Mild
cognitive impairment (MCI) is a broad, ill-defined, highly heteroge-
neous phenotypic spectrum that causes a relatively less noticeable
memory deficiency than AD [3]. Around 10% to 20% of MCI patients
progress to AD per year [4]. The gradual change from MCI to AD
takes years, if not decades [5]. It is a challenging task to identify
stable MCI (sMCI) patients who do not progress to AD, and progres-
sive MCI (pMCI) patients who will later have AD [6]. Machine
learning (ML) techniques can play a critical role in helping medical
experts analyze patient data. AD symptomatology is multimodal
and longitudinal [7,8]. The patient data comprise a collection of
heterogeneous, yet complementary, data of different types includ-
ing magnetic resonance imaging (MRI), positron emission tomog-
raphy (PET), genetics, cerebrospinal fluid (CSF), etc. [9]. The
combination of multimodalities facilitates detecting and distin-
guishing all subtle changes in the patient’s progression status,
and supports reliable diagnoses [5]. Over the past decade, regular
ML algorithms (especially the support vector machine [SVM] and
random forest [RF]) have been utilized for MCI conversion predic-
tion [9–13]. Most studies utilized single-modality and single-task
models, such as sMCI vs. pMCI classification [5,14] or cognitive
score regression [15]. This design paradigm is called single-
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modality single-task, where the model only optimizes a single
objective function based on one type of data [16]. In these models,
neither the correlation among tasks nor the complementary infor-
mation across modalities are explored [17]. It has been shown that
multimodal systems usually yield comprehensive insights, more
accurate results, more stable behaviors, and are consequently more
acceptable in the medical side [13,18–20]. Liu et al. [21] and Duch-
esne et al. [22] used regular machine learning techniques to study
multimodal single-task classification and regression, respectively.
Multimodal data could be fused in different ways, and selecting
the best modality combination and suitable fusion scheme is a
challenging task [13,23]. Besides, the single-task models lack the
ability to provide useful knowledge to medical experts regarding
the possible cognitive behavior of the patient at the time of pro-
gression. Some studies design MCI progression as multimodal
single-task regression models, where some cognitive scores, such
as the mini-mental state examination (MMSE) and the Alzheimer’s
diseases assessment scale (ADAS), are indicators for AD progres-
sion [22,24]. Contrarily, Zhou et al. [25] studied AD progression
as a single-modal multitask regression problem. However, in real
medical environments, many modalities are chronically analyzed,
and multiple clinical variables have to be predicted. The MLmodels
that are able to do this job are called multimodal multitask models,
where every task has features from multiple sources, and multiple
tasks are related in a chronological sequence [7,8,17,26]. Zhang and
Shen [9] proposed an SVM-based method to jointly predict multi-
ple medical scores (i.e., MMSE, ADAS, and diagnosis features) by
fusing multimodal data (i.e., MRI, PET, and CSF). Recently, Ding
et al. [8] asserted that most AD studies consider only a limited
number of factors, which is potentially insufficient for understand-
ing the complex and multifactorial nature of the disease. Most
studies consider MCI progression as a binary sMCI vs. pMCI classi-
fication problem based exclusively on baseline data [4]. This is a
suboptimal strategy because baseline data are less discriminative
for progression detection than considering a patient’s longitudinal
data, which in turn results in less accurate models. Because AD is a
chronic disease, the patient’s data are always time series in nature.
Patient data are accumulated from different visits and form contin-
uous patient supervision. The disease state at a certain point in
time is not independent of the state at a previous point in time.
As a result, AD data are not only multimodal but also time series.
Consequently, considering AD multimodal data as a time series is
the intuitive solution for the AD progression problem. However,
the vast majority of research does not consider this temporal/se-
quential nature of AD data [1]. Some work in the literature adopted
traditional time series algorithms for the AD progression detection
problem [27,28], and the correlation between the patient’s multi-
modal data and how they evolve has not been analyzed [6].
Recently, Li et al. [4] asserted the urgency of multimodality and
longitudinal analysis of AD data. Multimodal multitask modeling
of AD progression based on time series data is a challenge that pro-
mises great improvement in models’ performance, because multi-
task learning acts as a regularizer for all tasks [29]. Besides, most
AD classifiers, such as the SVM, are based on the two independent
steps of dimensionality reduction and classification. These two
models are mathematically independent and involve different
assumptions. Additionally, these techniques require the use of ker-
nels that are chosen from a pre-specified set. Recently, deep learn-
ing (DL) techniques have demonstrated promising prediction
results in several areas [30,31]. All previous challenges could be
effectively managed by using DL [5,32–37]. In the AD context, Choi
and Jin [38] utilized a CNN to detect pMCI cases based on a single-
source (PET images) single-task model. Spasov et al. [39] proposed
a multimodal single-task classification model based on a CNN to
detect AD progression based on the late fusion of MRI, demograph-
ics, neuropsychological, and apolipoprotein E4 (APOe4) genetic
data. Liu et al. [7] proposed a CNN-based model for joint AD clas-
sification and clinical score regression. The model is based on the
fusion of MRI with three demographic features collected from
baseline visits only. Most of the Alzheimer’s DL models are based
on the CNN and single (baseline) MRI scans [5]. These models are
less accurate, less sufficient, and not medically acceptable, because
a medical expert usually studies the longitudinal multimodal
patient data before making progression decisions [8]. In this paper,
we investigate the effect on prediction performance and progres-
sion by using time series multimodality data of AD patients. We
exploit the CNN and recurrent neural network (RNN) to capture
the local and long-term temporal dependencies, respectively [40].
Wang et al. [40] proposed a long short-term memory (LSTM)-
based regression model to predict AD progression from time series
data with non-uniform visit-time intervals. Unlike the AD progres-
sion problem, advanced DL techniques based on the combination
of CNN and RNN models have been proposed in different fields of
industry [26,30,31,41,42], and have achieved superior performance
compared to the non deep learning techniques. Cui et al. [43] pro-
posed a CNN-BiLSTM model for AD diagnosis based on MRI time
series data of six time steps. Most DL models in the AD domain
are implemented as binary classifications, but multiclass models
are still far from reaching satisfactory results for clinical applicabil-
ity [44]. Because AD data are complex, DL models based on com-
bined CNN-BiLSTM could outperform models based on CNN or
LSTM alone. In addition, increasing the number of time steps used
in longitudinal data improves system performance [43]. Our
hypothesis is that multimodal joint prediction of multiple categor-
ical and continuous variables based on late fusion of time series
and static data could perform better than predicting each individ-
ual variable separately. The main contributions of this work can be
summarized as follows.

� We propose an advanced multimodal multitask DL architecture
for detecting AD progression. The framework leverages the
patient’s time series data to jointly predict multiple variables
from multiple sources. The resulting comprehensive system is
medically intuitive, more stable, and more accurate than exist-
ing state-of-the-art studies. To the best of our knowledge, no
prior studies have investigated the way to integrate the multi-
modal and multitask architecture based on time series data to
create a personalized, accurate, and medically trusted AD pro-
gression model using deep learning.
� The proposed model jointly learns to simultaneously predict the
patient’s progression status and the values of four critical cogni-
tive scores at the time of progression. The predicted clinical
scores are ADAS, MMSE, the functional assessment question-
naire (FAQ), and the clinical dementia rating sum of boxes
(CDRSB) score, which are implemented as four regression tasks.
Progression detection is a multiclass classification task (i.e., cog-
nitive normal [CN] vs. sMCI vs. pMCI vs. AD). Medically, these
related tasks share common relevant feature subsets.
� Compared with previous studies, our model is the first attempt
to extract temporal features from five heterogeneous data
sources and a set of static baseline features. Each time series
source is separately learned using a pipeline of stacked CNN-
BiLSTM blocks. The CNN automatically extracts local features
from each time series, and LSTM extracts temporal features
from each feature and from temporal relationships among the
features. Then, the learned features from all modalities are
fused to extract context-aware common features.
� Since little effort has gone into exploring the role of static data
as background knowledge (BG) to improve model performance
[45], we studied the effect of these data on the performance of
our model. To prepare the BG data, several types of baseline
data were collected from the patients’ first visits (e.g., age, gen-



Table 1
Descriptive statistics from the used dataset.

CN MCI (n = 778) AD (n = 339)

(n = 419) sMCI (n = 473) pMCI (n = 305)

Baseline M84 Baseline M84 Baseline M84 Baseline M84

Gender (M/F) 191/228 191/228 283/190 283/190 179/126 179/126 187/152 187/152
Age (years) 73.84 ± 05.78 73.84 ± 05.78 72.92 ± 07.76 72.92 ± 07.76 73.95 ± 07.02 73.95 ± 07.02 75.01 ± 07.81 75.01 ± 07.81
Education (y) 16.43 ± 02.70 16.43 ± 02.70 15.80 ± 02.97 15.80 ± 02.97 15.93 ± 02.78 15.93 ± 02.78 15.13 ± 02.98 15.13 ± 02.98
FAQ 00.19 ± 00.73 00.41 ± 01.87 02.10 ± 03.13 03.69 ± 05.14 05.38 ± 04.84 18.83 ± 08.09 13.32 ± 06.85 18.80 ± 07.71
MMSE 28.98 ± 01.14 28.87 ± 01.32 27.63 ± 02.13 27.06 ± 02.72 26.32 ± 02.27 20.48 ± 05.62 21.94 ± 03.64 20.00 ± 05.41
MoCA 25.68 ± 01.97 24.84 ± 02.73 23.14 ± 02.70 22.50 ± 03.15 21.28 ± 02.08 17.19 ± 05.05 17.48 ± 03.54 16.59 ± 05.20
FDG 06.56 ± 00.50 06.53 ± 00.51 06.33 ± 00.59 06.24 ± 00.63 05.97 ± 00.50 05.22 ± 00.50 05.32 ± 00.60 05.194 ± 00.58
APOe4 00.27 ± 00.48 00.27 ± 00.48 00.51 ± 00.66 00.51 ± 00.66 00.84 ± 00.69 00.84 ± 00.69 00.85 ± 00.71 00.85 ± 00.71
p-TAU (pg/mL) 22.77 ± 07.69 22.77 ± 07.69 26.00 ± 12.96 26.00 ± 12.96 32.89 ± 14.09 32.89 ± 14.09 37.07 ± 13.14 37.07 ± 13.14
TAU 240.0 ± 77.19 240.0 ± 77.19 271.64 ± 118 271.64 ± 118 330.08 ± 121 330.08 ± 121 371.2 ± 120.7 371.2 ± 120.7
ADAS 11 05.64 ± 02.83 06.24 ± 03.18 09.13 ± 3.91 10.89 ± 06.41 12.92 ± 04.42 23.87 ± 12.00 19.64 ± 06.74 24.97 ± 11.84
ADAS 13 08.70 ± 04.09 09.53 ± 04.80 14.80 ± 05.84 17.08 ± 08.87 20.86 ± 06.11 34.53 ± 14.26 30.00 ± 07.99 35.86 ± 13.68
RAVLT imm. 45.80 ± 09.72 45.32 ± 10.95 36.41 ± 10.65 33.46 ± 12.06 28.80 ± 07.54 18.90 ± 08.74 22.64 ± 07.47 18.60 ± 08.56
RAVLT learn 06.03 ± 02.19 05.60 ± 02.44 04.57 ± 02.50 03.89 ± 02.65 02.98 ± 02.28 01.65 ± 01.81 01.83 ± 01.77 01.57 ± 01.74
RAVLT forget 03.66 ± 02.73 03.34 ± 02.90 04.42 ± 02.51 04.50 ± 02.40 05.01 ± 02.17 03.95 ± 02.12 04.45 ± 01.83 03.96 ± 02.08
RAVLT % forget 33.47 ± 26.89 32.97 ± 29.90 53.70 ± 31.37 62.80 ± 34.21 75.96 ± 28.29 90.98 ± 33.47 89.44 ± 20.87 93.41 ± 25.24
CDR 00.084 ± 0.30 00.17 ± 00.86 01.37 ± 00.86 01.77 ± 01.49 02.13 ± 00.99 07.23 ± 03.89 05.34 ± 02.21 07.19 ± 03.66
AV45 01.29 ± 00.19 01.31 ± 00.21 01.37 ± 00.23 01.38 ± 00.24 01.47 ± 00.20 01.57 ± 00.17 01.58 ± 00.18 01.58 ± 00.18
HCI 08.92 ± 03.58 09.09 ± 03.62 11.40 ± 04.05 12.02 ± 04.96 14.23 ± 04.95 22.91 ± 05.81 22.01 ± 07.28 23.33 ± 07.14
Hippo. vol. 07.47 ± 00.94 07.21 ± 01.02 06.96 ± 01.10 06.70 ± 01.16 06.19 ± 01.02 05.39 ± 00.10 05.74 ± 01.02 05.45 ± 01.09

*Data are mean ± standard deviation.
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der, CSF, symptoms, etc.) plus a set of statistical measures
extracted from time series data. These features are fed into
the model, where they are simultaneously learned by a separate
feed-forward neural network. Then, the learned deep features
are again fused with the modalities’ learned features to jointly
a predict patient’s progression status and cognitive scores.
� We conducted extensive experiments to evaluate our model in
different settings using a dataset of 1536 patient samples from
theAlzheimer’s diseaseneuroimaging initiative (ADNI) database.
Six experiments were implemented and tested. We proved that:
(1) deep-stacked CNN-BiLSTM is more accurate than a concate-
nated CNN-BiLSTM network structure; (2) late fusion of learned
features from time series and BG knowledge achieved better per-
formance, compared to an early fusion structure; (3) a multitask
model of classification and regression tasks produced a more
stable and more accurate system than single-task models; (4)
adding more data to the DL model (i.e., more time steps to the
same modality, or more modalities) enhanced its performance
even if the data were noisy; (5) based on an extensive modal-
selection process, MRI and PET are the most informative modal-
ities; and finally, (6) the statistical features extracted from time
series data are more important than baseline data.

The remainder of this paper is organized as follows. Section 2
presents the methodology of the study and the proposed model.
Section 3 presents the results of the study, and Section 4 features
a discussion about the study findings findings and limitations,
offering some future directions for research. Finally,the conclusion
is in Section 5.
2. Materials and method

2.1. Study cohorts

Data used in the current study were accessed on March 18,
2019, from ADNI 1, ADNI GO, and ADNI 2. The study included
1536 subjects (54.7% male) categorized into four groups based on
the individual clinical diagnosis at baseline and future time points
(see Supplementary File 1). The participants are categorized into
four categories. The first category includes 419 subjects diagnosed
CN at baseline and who remained CN at the time this study was
prepared. The second category includes 473 subjects diagnosed
as stable MCI at all time points of the study. The third category
includes 305 subjects evaluated to be progressive MCI at the base-
line visit and who progressed to AD at some point in time during
the study (84 months long). Finally, the fourth category includes
339 subjects with a clinical diagnosis of AD in all visits. Subjects
showing improvement in their clinical diagnosis during follow
up, i.e., those clinically diagnosed as MCI but who reverted to CN,
or those clinically diagnosed as AD but who reverted to MCI or
CN, were excluded from the study due to the potential uncertainty
of the clinical diagnosis, considering that AD is an irreversible form
of dementia. Moreover, cases that showed a direct conversion from
CN to AD were also removed. The full details of the used subjects in
our study can be found in Supplementary File 2. Demographic and
clinical information on the subjects is in Table 1.

2.2. Proposed deep learning model

A high-level overview of the proposed network design is shown
in Fig. 1A. The proposed model is designed for a multimodal mul-
titask purpose to learn AD progression and the four cognitive
scores based on multivariate time series data. Initially, five time
series modalities with 15 regular time steps (i.e., baseline, M06,
M12,. . ., M84) were fed separately into the model, along with BG
data. The local and temporal feature learning of our model are
based on a stacked CNN and BiLSTM subnetworks. As shown in
Fig. 1A, the model initially prepares the time series data of five
modalities. The neuroimaging features of MRI and PET modalities
are extracted using the FreeSurfer. The extracted features from
modalities (i.e., cognitive scores, neuropsychological battery, MRI,
PET, and assessment modalities) are preprocessed to improve the
quality of the data, as discussed in Section 2.3. For features reduc-
tion, PCA technique is used to extract the principal components
form the high dimensional MRI and PET data. Then, the deep fea-
tures are separately learned from each time series multimodality
by using a stacked CNN-BiLSTM model. Section 2.2.1 and Sec-
tion 2.2.2 discuss the role of CNN and BiLSTM modules, respec-
tively. The abstract deep features learned from the previous step
are fused to extract common features from all modalities using a
set of dense layers. Concurrently, the baseline background data
are preprocessed then learned using a set of dense layers to extract



Fig. 1. Schematic of the modeling architecture. (A) The proposed ensemble multimodal multitask DL framework. (B) The CNN network to learn local features using Conv1D
layer. (C) The architecture of BiLSTM network.
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representative deep features. Getting the common deep features of
the time series modalities and the representative deep features of
the background data, a second decision fusion by a dense layer is
used to get more abstract deep features. The final step is the task
specific learning, where a set of dense layers are used to learn task
specific features; then, the Softmax or Sigmoid is used for the clas-
sification or regression task, respectively. Fig. S2 in Supplementary
File 2 provides the full details of the proposed model structure and
Section 3.2 provides the hyperparamters of the trained model.
2.2.1. Convolutional neural network
As illustrated in Fig. 1A, a separate CNN subnetwork is used for

learning each modality. The CNN for time series introduces 1D con-
volution (Conv1D), which can learn univariate time series data.
Convolution is done separately along the time dimension for every
input vector (see Fig. 1B). Formally, if input vector x 2 Rl�1 and ker-
nel r is m� 1, then the Conv1D maps x to a new feature space,
�x 2 R l�mð Þ=dþ1;1½ �, where d is the step size. Based on the number of fil-
ters, the CNN expands every univariate time series to more abstract
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and informative features, called feature maps, which are more suit-
able for LSTM prediction. Each value f i of feature map f is then fed
into an activation function, g, to calculate f i ¼ g rT � x i:iþj�1ð Þ þ b

� �
,

where g is a non-linear activation function (ReLU xð Þ = max 0; xð Þ in
our case), b is bias, and x i:iþj�1ð Þ are j observations fromx. For each
modality, we propose to use one CNN layer to separately transform
the time series of multiple tensors into a new feature space. For any
modalityM 2 Rn�l�f , by using k filters of m� 1ð Þ, the corresponding

output tensor is �M 2 Rn� l�m
d þ1ð Þ�f�k, where n is the number of sam-

ples, l is the number of time steps, and f is the number of features.
A max pooling layer is used to smooth the input, prevent overfit-
ting, and learn higher-level abstractions.

2.2.2. Long short-term memory
To benefit from the temporal correlation of time series data, we

added BiLSTM layers to find temporal patterns from longitudinal
data. The input to the BiLSTM block is the learned features from
CNN layer. Each LSTM unit in Fig. 1C has the internal structure rep-
resented in Fig. S1 in Supplementary File 2. The core structure of the
LSTM cell is the use of three gates: the input gate (itn ), the forget gate
(f tn ), and the output gate (otn ). These gates control the update, main-
tenance, and deletion of information contained in a cell state.

Ctn ; Ctn�1 , and C
�
tn ,respectively, are the current cell status value at

time tn, the last time step cell status value, and theupdate of the cur-
rent cell status value;htn�1 is the valueoutput by eachmemory cell in
the hidden layer at the previous time step; htn is the value of the hid-

den layer at time tn based on C
�
tn and Ctn�1 , and the hs and the bs are

the set of weight matrices and biases vectors, respectively, updated
following the backpropagation through time algorithm. In addi-
tion, � represents the Hadamard product; r is the standard logistic
sigmoid function;� is the concatenation operator; anduis the out-
put activation function, e.g., SoftMax or Tanh. Eqs. (1)–(7) give the
transmission of information in the memory cell at each step.

f tn ¼ r hf � htn�1 ; xtn
� �þ bf

� � ð1Þ
itn ¼ r hi � htn�1 ; xtn

� �þ bi
� � ð2Þ

C
�
tn ¼ tanh hC � htn�1 ; xtn

� �þ bC
� � ð3Þ

Ctn ¼ f tn � Ctn�1 � itn � C
�
tn

� �
ð4Þ

otn ¼ r ho � htn�1 ; xtn
� �þ bo

� � ð5Þ
htn ¼ otn � tanh Ctnð Þ ð6Þ
yn ¼ u hyhtn þ by

� � ð7Þ
Single LSTM captures only the previous context, but does not

utilize the future context. BiLSTM [46] combines two separate hid-
den LSTM layers of opposite directions to the same output. BiLSTM
processes an input sequence, X ¼ Xt0;Xt1; . . . ;Xtnð Þ, from the oppo-

site direction to a forward hidden sequence, h
!

t ¼ h
!

t0; h
!

t1; . . . ;
�

h
!

tnÞ, and a backward hidden sequence, h
 

t ¼ h
 
t0; h
 

t1; . . . ; h
 

tn

� �
.

The output vector of hidden layer yt ¼ yt0; yt1; . . . ;ð
ytnÞ; t ¼ 1;2; . . . ; t is the concatenation of h

!
t and h

 
t ; yt ¼ h

!
t ; h
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,

as shown in Eqs. (8)–(11).

h
!
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!

n

h
!

tn þ hyth n h
 

tn þ byt

� �
ð11Þ
Then, the output yt is used as input to the next hidden layer and
so on. Each BiLSTM block in Fig. 1A is structured with three stacked
BiLSTM layers, an L2 regularization layer, and a dropout layer. Out-
put yt from the lower layer becomes the input to the upper layer, as
seen in Fig. 1C. The three BiLSTM layers will not increase the com-
putation load, because our time series are not very long. The CNN
(before the BiLSTM) performs a preprocessing step to learn local
features, and its results are a shorter series with high-level fea-
tures. A separate BiLSTM subnetwork is trained for a different
modality, i.e. X 2 XPET ;XMRI;XCSD;XNPD;XASDf g.

2.2.3. The model’s multitask cost function
The model has five concurrent stacked CNN-BiLSTM pipelines

plus one feed-forward neural network. For each CNN-BiLSTM pipe-
line, the CNN block has one Conv1D layer followed by max pooling.
The BiLSTM block has three stacked BiLSTM layers, an L2 regular-
ization layer, and a dropout layer. The model is based on the late
fusion of five different sources of temporal data, including neu-
roimaging, neuropsychological battery, etc. (see Supplementary
File 2). The CNN subnetwork is applied to extract local features
in each time series feature, as illustrated in Fig. 1B. Following that,
the stacked BiLSTM subnetwork is applied to learn the temporal
relationships within a single time series and among features of
the same modality as illustrated in Fig. 1C. Then, learned features
from the BiLSTM block are input to 2 dense layers for deeper fea-
ture learning. The output of the five streams is then fused by three
dense layers to form more distinctive and deeper features. In addi-
tion, baseline data play the role of BG to enhance the accuracy and
confidence of the learning process. These baseline data are the
patient’s static features, such as demographics and some statistical
features extracted from his/her longitudinal time series data. Other
distinctive and deep features are extracted from the baseline data
separately using a feed-forward neural network. The results of
these two feature extraction steps are fused by a set of shared
dense layers to learn more fine common features for the classifica-
tion and regression tasks. The proposed model concurrently learns
many related tasks including a multiclass classification problem
(i.e., AD progression) and four regression problems (i.e., the most
medically sensitive cognitive scores related to Alzheimer’s disease
[7]).We expect that this type of information is critical for physicians in
order to trust the results of the DL model. Our model exploits param-
eter sharing of the DL network for multitask learning. It is applied
by sharing the hidden layers between all tasks, as illustrated in
Fig. 1A. Multitask learning works as a regularizer, and reduces
the risk of overfitting. Resulting models are more general and more
stable than single-task models [47].

The proposed DL framework jointly learns a set of related tasks,
Y, based on a set of modalities, M. Consider having M modalities of

data represented as X ¼ X 1ð Þ; . . . ;X Mð Þ
n o

, and having multitasks to

be learned represented as Y ¼ y1; . . . ; y Tð Þ� �
. Each jth task is

y jð Þ ¼ y jð Þ
1 ; . . . ; y jð Þ

N

n o
; j 2 1; . . . ; Tf g. Each modality Xm is represented

as Xm ¼ x mð Þ
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, for t ¼ 1; . . . ; s time-steps and f sets of

univariate time series.
For N patients, each patient i is represented as

xi ¼ x 1ð Þ
i ; . . . x mð Þ

i ; . . . ; x Mð Þ
i ; y1

i ;
n

y2
i ; . . . ; y

T
i g; i ¼ 1; . . . ;N; y1

i 2
1; 2; 3; 4f g is the label of the first task for the ith example, and
yt
i 2 R is the value of the tth task for the ith example,

i 2 2; . . . ; Tf g. The parameters to be optimized are shared (hsh)
and task-specific (ht) parameters. The parametric hypothesis per

task is f t x; hsh; ht
� 

: X ! y tð Þ, and the task-specific loss functions
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are Lt :; :ð Þ : y tð Þ � y tð Þ ! Rþ. The general optimization problem is a
gradient-based multi-objective optimization of task-specific losses,
as shown in Eq. (12).
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bLt :; :ð Þ is a task-specific loss function defined
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Our model predicts two types of tasks: classification task and
regression tasks. We equally treat the classification and regression
tasks with the objective function defined as shown in Eq. (13), in
which m is the number of hsh and ht parameters: where the first
term is the weighted cross-entropy loss of multiclass classification,
the second term is the mean squared loss for four regression tasks,
and the last term is the regularization term. T is the number of

regression tasks, and y tð Þ
i and ŷ tð Þ

i , respectively, are the actual and
predicted values of regression task t for patient i. I :ð Þ is an indicator
function, where I(true statement) = 1, and 0 otherwise.WC is a vec-
tor of class weights calculated according to the number of cases in
each class. The multiclass classification is based on the SoftMax
function, and the label y can take on K different values,
yk 2 1;2; . . . ;Kf g. For each input x, the model calculates the proba-
bility that P yk ¼ Kjx; hð Þ for each k 2 1; . . . ;Kf g. The output is a K-
dimensional vector of K estimated probabilities where the sum is
1. In this study, the class label and n clinical scores are used in
the backpropagation procedure to update network weights in con-
volution and BiLSTM layers, and to learn the most relevant features
in the dense layers.

2.3. Data preprocessing

2.3.1. Missing data handling
Since the features of the dataset are numerical and categorical,

the missing values were handled according to the type of data. For
the baseline static data, first, we removed any feature where more
than 30% of themwere missing. Next, we used the k-nearest neigh-
bors (KNN) algorithm to impute missing values, and the missing
values were replaced using information from other subjects with
the same diagnosis. That is, we found k neighbors, and then, the
imputed value was computed by averaging the values of those
neighbors. In our study, k was set to 10 empirically via experiment;
for the numerical values, the Euclidean distance was also used; for
categorical values, a distance of 0 was taken if both values were the
same; otherwise a distance of 1 was taken. For time series data, we
also removed any feature where more than 30% of themwere miss-
ing. Any patient cases with missing baseline readings were
excluded from the study. Some critical features, such as CSF tau
(83%), were missing more than 30% of the time series; however,
they were not missing at baseline. We preferred to collect these
features at baseline and consider them as BG with the static data.
Critical features were determined according to ADNI recommenda-
tions and AD diagnosis and progression literature [14]. For han-
dling non-existing time series values, we followed two sequential
strategies according to the intuition of ADNI. First, we filled non-
applicable values for every category of data, according to ADNI pro-
cedures. For example, an ADNI 1 patient who is CNwould not do an
MRI scan at visit M18. As a result, we should not consider these
types of values to be missing, or they are missing not at random.
Many lab tests, cognitive tests, and neuroimaging scans are not
done for specific diagnoses at specific visits. We followed an accu-
rate procedure to fill these non-applicable values. If the diagnosis
had not changed, we used forward filling with previous values. If
the diagnosis had changed, we considered the value as missing.
This technique is common in the Alzheimer’s literature [48]. The
second step is to determine the missing value from existing data
using statistical or ML techniques. We used a medically intuitive
and well-known method to handle this issue. For numerical data,
we used the mean value according to the different classes: CN,
sMCI, pMCI, and AD. For categorical features, we used the mode
value according to the patient class. The resulting time series are
regular with six months between any two consecutive visits. As a
result, the LSTM and CNN models can be applied directly.

2.3.2. Data standardization
The available participants data for both the baseline and the

time series have a different order of magnitude. Using this data
directly to train an ML model makes it difficult to converge. To
ensure that every feature in the data has the same level of impor-
tance, features were standardized using the z-score method, i.e.,

zj ¼ xj � lj

� 
=rj) where xj is the participant’s original value for fea-

ture j; zj is the normalized value, lj is the feature’s mean, and rj is
the feature’s standard deviation. The z-score method converts data
so they have a 0 mean and unit standard deviation, and helps to
remove outliers.

2.3.3. Feature reduction with principal component analysis
We utilized principal component analysis (PCA) to reduce the

number of features from MRI and PET data. PCA was implemented
with a retained variance of more than 91%. Initially, MRI had 326
features extracted by the UCSF using FreeSurfer software [49],
and after applying PCA, the number of principal components was
110. The whole MRI modality had 117 features after adding the
seven manually calculated features. PCA reduced PET features from
288 to 75. The total number of features from all modalities was
259, i.e., MRI (117), PET (75), cognitive scores (9), neuropathology
(7), and assessment (51). We applied PCA with the same settings
on the 131 calculated statistical features, and it generated 30 com-
ponents. The resulting baseline BG had 158 features (124 ADNI fea-
tures + 30 PCA components).

3. Experimental results

3.1. Experimental setup

To evaluate the performance and effectiveness of our proposed
multimodal multitask DL method, we tested and compared many
schemes with different settings, including the combination of dif-
ferent modalities, the type of fusion (i.e., early or late), integration
of BG (or not), usage of stacked or concatenated CNN-BiLSTMmod-
els, and either multitask usage or a single task. Inspired by Ref.
[43], for each experiment, a total of 15 DL models were trained
with baseline data (BL), BL + M06, BL + M06 + M12, . . .,BL+ . . .
+M84. The main goal of time series data is to check the increase
in system confidence and accuracy as we increase the number of
time steps. We implemented and tested a set of DL models using
a CNN alone, LSTM alone, concatenated CNN-BiLSTM (CCL), and
stacked CNN-BiLSTM (SCL). In the CCL model, the data were con-
currently learned by both CNN and BiLSTM, and their resulting dis-



Fig. 2. Results of multimodal multiclass experiments for early fusion of five modalities. (A) Single-modality single-task results using SCL and CCL. (B) Multimodal single task
tested with SCL and CCL models. (C) Multimodal single task using a feature selection step. Abbreviations: SCL, stacked CNN-BiLSTM model; CCL, concatenated CNN-BiLSTM
model; WFS, deep learning model without feature selection; FS, deep learning model with feature selection; n time steps, number of readings considered, e.g., BL + M06+-
M12+	 	 	+Mn.
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tinctive deep features were concatenated for the model’s task. In
the SCL model, CNN was used to learn local features from the data;
then, BiLSTM was used to learn the temporal features. Results of
these experiments can be found in Fig. S3 in Supplementary File
2. We find that the stacked model outperformed all other schemes,
and accordingly used it for our problem. In all the models we
tested, the BG data were included separately and learned by
feed-forward dense layers, and then concatenated with the result-
ing features from the CNN and BiLSTM. Integrating the learned pat-
terns from BG is critical for the performance of the proposed
model, as shown later in Section 3.5. For the stacked CNN-
BiLSTM settings, we tested the effect of the early fusion and late
fusion on the performance of the DL model. Section 3.2 presents
the results of DL models using single modalities to predict the
AD progression detection task implemented as a multiclass classi-
fication problem. Section 3.3 collects the results of applying multi-
modal single-task DL models. Both early and late fusion were
evaluated for the five modalities. The procedures in Section 3.4
improved the single-task models by training multimodal multitask
models to optimize the one classification task and the four regres-
sion tasks. The multiclass classification task has four classes (i.e.,
CN vs. sMCI vs. pMCI vs. AD), and the four regression tasks predict
the values of the four critical cognitive scores (MMSE, CDRSB, FAQ,
and ADAS) at the time of progression. The performance of the clas-
sification task was measured using accuracy, precision, recall, and
F1-score metrics, and for the regression tasks, we used mean abso-
lute error (MAE).

3.2. Model training

For all the experiments in this paper, we employed an Intel Xeon
E5-2620 v3 CPU 2.40 GHz � 24, with Cuda-10.0 platform and two
GPU GeForce GTX TITAN X graphics cards, 12 GB of memory; and
Python 3.7.3 distributed with Anaconda 4.7.7 (64-bit). The pro-
posed models were implemented using the Keras library based on
TensorFlow as a backend. A SoftMax activation function with
cross-entropy loss was used for the classification task, while a sig-
moid activation function with mean square error loss was used for
all the regression tasks. The Adam optimizer was used at a fixed
learning rate of 0.0001 with other parameters kept at their default
values [50]. The training batch size and number of epochs were 32
and 90, respectively, for all experiments. The model training was



Fig. 3. Results of multimodal multiclass experiments with late fusion of five modalities. (A) Multimodal single-task tested with SCL and CCL models. (B) Comparison between
SCL and CCL using early fusion and late fusion. Abbreviations: n Time steps, number of readings considered, e.g., BL + M06+M12+	 	 	+Mn.
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parallelized across the GPUs to speed up training. Fig. S2 of the Sup-
plementary File 2 provides a detailed discussion about the proposed
model’s architecture. The training of the proposed model was an
optimization process to find a set of model parameters that allows
performing dedicated multitasks. Starting from random weights,
the optimization process, guided by the minimization of the loss
function, enables adjusting the model’s weights in a supervised
manner. All CNN and RNN hyperparameters of the final model were
evaluated in preliminary experiments using training, validation,
and testing before we decided on the final hyperparameters. In
our experiments, we fed each modality data into a pipeline of
CNN, BiLSTM, and dense blocks. Each pipeline had an equal number
of CNN, BiLSTM, and fully connected (FC) layers and parameters, but
their weights are independently optimized. In each pipeline, the
preprocessed data were fed into one CNN block. This block has
the sequence of (1) one Conv1D layer with 128 filters, a 4 � 1 filter
size, and one stride, (2) a rectified linear unit (ReLU) activation
function for non-linearity, (3) L2 regularization with parameter
0.01, (4) one max pooling layer of kernel size 2 and stride 2, for
down-sampling, and (4) a dropout with probability 0.10. Note that
we used the same padding on this CNN layer. The output of the CNN
blockwas then fed into the BiLSTM block. This block had the follow-
ing sequence: (1) 3 stacked BiLSTM layers with 128 units in each
layer andwith a Tanh activation function, (2) L2 regularizationwith
parameter 0.01, and (3) a dropout with probability 0.10. The
BiLSTM layers integrated the features of multiple time points to
learn the longitudinal features. Then, the BiLSTM block is followed
by an FC block with 2 FC layers, a ReLU activation function, L2 reg-
ularization with parameter 0.01, and a dropout with probability
0.10. All output of the FC blocks for all pipelines was concatenated
by a flattening layer and entered into 3 consecutive FC layers to fuse
the learned deep features from different modalities, and learn new
temporal relationships among these modalities, as illustrated in
Fig. S2 in the Supplementary File 2. The background data were
added to the model later, after passing three sequential feed-
forward dense layers, which reduced the dimensionality of features
from 158 to 64. For this subnetwork, we used L2 regularizationwith
parameter 0.01 and a dropout with probability 0.20. The learned
features from both time series modalities and background knowl-
edge were again concatenated using a flattening layer, and we used
one dense layer to fuse the learned features. Once this feature
extraction process finished, all the deep features were fed into the
classification task and the four regression tasks. Each task has four
separate dense layers, a ReLU activation function, an L2 regulariza-
tionwith parameter 0.001, and a dropout with probability 0.20. The
last layer of the classification task uses a Softmax activation func-
tion, and regression tasks use a sigmoid function. When the model
is trained, the Adam optimizer was used for multi-objective loss
function optimization with a learning rate of 0.001, epochs of 90,
and batch size of 32. Besides, to prevent overfitting, we used L2
norm regularization with coefficient k (0.01, 0.001), a dropout for
each layer (0.10, 0.20), and an early stop when the error does not
decrease within the next 30 epochs. A standard technique to test
our model performance is to split our dataset of 1536 cases into
stratified datasets at 60% for training, 20% for validation, and 20%
for testing. A procedure known as stratification randomizes the
instances at each execution, such that all the datasets contain a sim-
ilar proportion of the different classes. In order to prevent bias, the
procedure was repeated 10 times in our experiments. For a fair
comparison, network settings for all experiments remain
unchanged, including dropout and L2 regularization penalty coeffi-
cient. After data preprocessing, we assigned class weights propor-
tional to the class frequencies to preserve data balancing. The
network was trained only on the training set, while validation sam-
ples were used to determine when to stop the optimization. The
results are reported for the unseen test set.

3.3. Single modality single task modeling

Training our multiclass progression detection problem is a chal-
lenging ML task, because CN and sMCI have similar features, and
pMCI and AD are similar, as well [6,44]. Medically, depending on
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a single modality (e.g. MRI) is not acceptable because medical
experts always check many sources of data to make a final decision
[22,24]. Before combining the five modalities, we tested the perfor-
mance of each of the single modalities alone and report the average
results. Each modality was tested with CCL and SCL. To measure
the significance of BG, these models were tested with and without
integration of these static data. Results were collected for 15 differ-
ent combinations of time steps. The results of DL models without
the integration of BG are bad (see Figs. S4 and S5 in Supplementary
File 2). Fig. 2A shows the average results over the 15 time steps
after integrating BG with the learned features from CCL or SCL.
Detailed results for each individual modality can be found in
Figs. S6 and S7 of Supplementary File 2. The CCL model had an
average performance of accuracy (83.46 ± 2.97%), F1-score (83.45
± 3.02%), precision (98.13 ± 0.38%), and recall (83.85 ± 4.47%).
We can see that the performance of SCL was significantly
(P < 0.005) lower than CCL with accuracy (81.39 ± 3.53%), F1-
score (79.82 ± 2.97%), precision (92.23 ± 1.56%), and recall (90.92
± 4.09%). SCL probably archived a lower performance because sin-
gle modalities were simple, compared to the level of the deepness
with SCL. As can be noticed, the performance of single modalities is
not good enough from the medical and ML perspectives. In addi-
tion, both CCL and SCL models were not stable because of large
standard deviations in their results. Furthermore, we observed
from Fig. 2A that the performance of the model degraded as we
added more time steps. This indicates that adding more informa-
tion confuses the model, and is insufficient to improve the perfor-
mance. As a result, in the following experiments, we depended mainly
on multimodal data fusion to benefit from the strengths of every
modality and to generate more stable models with better performance.
We tested both early fusion and late fusion techniques using differ-
ent collections of time steps.

3.4. Multimodal single task modeling

3.4.1. Experiment 1: Evaluate the stacked and concatenated models
In this experiment, the stacked and concatenated models (i.e.,

SCL and CCL models) in the multimodal setting were evaluated.
Fig. 4. Results of multimodal multitask experiments for late fusion of five modalities. (A)
the values of critical cognitive scores at progression time. The solid red lines represent
We applied the early fusion setting for our dataset modals, where
the five modalities of our dataset are fused in a single feature vec-
tor. The main purpose of this experiment was to check whether to
use the stacked or concatenated setting for our final multimodal
model. The learned features from DL models were again concate-
nated with the BG features to predict the final patient class. As
noticed in the results illustrated in Fig. 2B, the CCL model is not
deep enough to learn complex patterns from the high-
dimensional data. Fig. 2B also shows the results of using different
collections of time steps from baseline data only, for up to 15-
time steps. The CCL model achieved an average performance of:
accuracy (71.64 ± 3.33%), F1-score (71.75 ± 3.33%), precision (98.
08 ± 0.82%), and recall (68.57 ± 6.90%). We noticed that the system
became more accurate and confident when it had more time steps.
Moreover, the SCL model is deeper than CCL; thus, it achieved sig-
nificantly better results (P < 0.001) of accuracy (87.40 ± 1.42%), F1-
score (87.25 ± 1.43%), precision (98.23 ± 0.60%), and recall (87.30
± 4.55%). Besides, the SCL model is more stable than CCL because
its results have lower variance than CCL. The combination of mul-
timodalities produced a dataset with very long feature vector (i.e.,
259 features), which requires deeper models to recognize complex
hidden patterns. However, training very deep models requires
much more time, produces slow models, and might overfit the
data. To check the effect of a prior feature selection step on a mod-
el’s performance, the previous experiments were repeated after
applying a feature selection step to the early fused data. We apply
the Lasso technique [51] with 5-fold cross-validation on the 259
features, which selects the best representative list of 110 features.
These features were used to train the previous two DL models. As
expected, we found that the feature selection step has less effect on
the performance of the SCL model, but it consistently improves the
performance of the CCL model. Fig. 2C shows the performance
without feature selection (WFS) and with feature selection (FS).
For example, the accuracy of SCL was only improved by 0.26%.
On the other hand, the accuracy of CCL was significantly improved
by 8.46% (P < 0.003). Results of this experiment assert the advan-
tages of using the stacked model over the concatenated one due
The multi-class classification task performance; and (B) the four regression tasks for
regression lines.
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to the insignificant difference between the results of WFS and FS
experiments (P < 0.04).

3.4.2. Experiment 2: Evaluate early and late fusion
This experiment evaluated the performance of early and late

fusion on the five modalities. Its main purpose was to find the opti-
mal DL architecture (i.e., early or late fusion) suitable for one task,
and then generalize it to other tasks. In the late fusion design, each
modality was learned separately using either stacked or concate-
nated CNN-BiLSTMmodels. The learned features from each modal-
ity were concatenated and then combined with the learned
features from BG data. The resulting deep features vector was
entered into dense layers to optimize the multiclass problem.
Fig. 3A shows the results of SCL and CCL models for the late fusion
scheme. The SCL model had an average accuracy (86.64%), F1-Score
(86.78%), precision (96.74%), and recall (90.92%). The CCL model
had an average accuracy (77.88%), F1-Score (77.92%), precision
(98.53%), and recall (84.95%). As we can notice, the SCL model
had significantly better performance (P < 0.003) than the CCL
model. On the other hand, Fig. 3B compares Experiment 2 with
Experiment 1 to select the final architecture of the DL model. The
SCL model consistently achieved the most stable performance.
SCL with late fusion achieved the highest accuracy (86.64%) and
recall (90.92%). On the other hand, SCL with early fusion achieved
the highest F1-score (87.25%). The CCL model achieved the lowest
F1-score (71.64%) and recall (68.57%). The CCL model with late
fusion achieved the best precision (98.87%). For all models, BG data
plays a critical role in improving the results and stabilizing the
model. According to the results of Experiment 2, we took SCL with
Fig. 5. Effect of removing modalities on the model performance. The first row measures
four regression tasks.
late fusion settings as our final architecture and tried to improve its
performance, as explained in the following section, to work with
the multitask settings.

3.5. Multimodal multitask modeling

Multitask modeling is inherently a multi-objective problem
where optimization could improve the performance of the overall
DL model [52]. In this section, we not only optimize a multiclass
classification task (i.e., CN vs. sMCI vs. pMCI vs. AD), but we also
concurrently optimize four other regression tasks. The final model
tells medical experts the AD progression status and the expected
values of four critical cognitive scores (MMSE, CDR, ADAS, and
FAQ) at the time of progression. To the best of our knowledge, this
is the first study that predicts future values of the four cognitive
scores and the patient’s progression diagnosis within 84 months
from baseline based on a DL model and longitudinal data. We fol-
lowed the same experimental settings as the previous experiment.

3.5.1. Experiment 3: Five multimodalities and five tasks
In this experiment, we performed the multimodal multitask

experiment of the proposed DL architecture illustrated in Fig. 1A.
Fig. 4A shows the performance of the multiclass classification task.
On average, this task achieved accuracy (92.62 ± 2.41%), precision
(94.02 ± 3.26%), F1-score (92.56 ± 2.38%), and recall (98.42 ± 1.38
%). Although adding more time steps increases the noise in the
data, we observe that the performance of our proposed DL archi-
tecture improved as we added more time steps. For example, by
using baseline data only, the classification task (i.e., the diagnosis
the effect on the classification task, and the second row measures the effect on the



Fig. 6. Comparison between full model and other reduced models. The left part compares the different accuracies, and the right part compares the performance of the five
regression tasks with different modality combinations.

Fig. 7. Role of background knowledge for enhancing the performance of regression tasks for the full model with all modalities included.
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Fig. 8. Role of background knowledge for enhancing the performance of classifi-
cation models.
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task) had an accuracy (89.90%), but using data from all 15 time
steps, the task achieved accuracy (91.21%). The same applies to
the precision, F1-score, and recall where the adding data from 15
time steps improved them by 2.16%, 1.39%, and 2.56%, respectively.
The results indicate that our DL model can utilize the five multi-
modalities and BG data to extract deep patterns suitable for allevi-
ating noise effects, as well as to improve the five tasks
performance. It is worth noting that the complex multitask model
achieved better results than the single-task classification model
(Experiment 2), where the average accuracy, F1-score, and recall
were improved by 5.98%, 5.78%, and 7.5%, respectively. However,
precision decreased by 2.72%. Theoretically, multitask learning
makes the system more confident and more stable [29,47], and
the results of our proposed system confirm this statement. More-
over, the current multitask model outperformed the single-task
classification model in Experiment 2, achieving 
3% accuracy
improvement when including data from the 15 time steps. The
multitask model with data from 15 time steps achieved accuracy
(91.21%), F1-score (91.36%), and recall (99.99%). For evaluation of
the four regression tasks (MMSE, ADAS, FAQ, and CDR) at any pro-
gression time step of our study, Fig. 4B shows the performance of
the model based on MAE. The system achieves an average MAE
of (0.107 ± 0.01), (0.076 ± 0.01), (0.075 ± 0.01), and (0.085 ± 0.01
), for FAQ, ADAS, CDR, and MMSE, respectively. As expected, train-
ing the related multitasks simultaneously improves the perfor-
mance of the overall system and makes the model more robust.
This is due to the optimization of a single multi-objective function,
rather than being highly sensitive to the behavior of every single
objective task alone. Fig. 4 shows that by adding more time steps,
the overall performance of the regression tasks improved. The sys-
tem approximately achieves the lowest error rate when it uses the
15 time steps (i.e., MAE rates are 0.094, 0.067, 0.061, and 0.068 for
FAQ, ADAS, CDR, and MMSE, respectively). On average, the best
performing task was the ADAS (P < 0.007), and the worst was the
FAQ (P < 0.0001). To investigate the quality of the predicated
regression scores, we calculated the correlation between the orig-
inal and predicted scores and found that the scores are highly cor-
related in all 15 time steps. The average correlation coefficient for
the FAQ, ADAS, CDR, and MMSE features were 0.875 ± 0.031, 0.83
2 ± 0.024, 0.854 ± 0.030, and 0.770 ± 0.037, respectively. The aver-
age real and predicted scores, respectively, were (9.56 ± 9.54 and
9.69 ± 8.23) for FAQ, (23.57 ± 14.09 and 24.54 ± 12.81) for ADAS,
(3.53 ± 3.60 and 3.93 ± 3.30) for CDR, and (24.61 ± 5.11 and 23.9
5 ± 4.78) for MMSE. We notice that as we added a new time step,
the model became more confident, and the correlation coefficient
increased for all tasks (see Table S4 in the Supplementary File 2).
The best correlation was achieved at time step 14 (i.e., at M78),
where it was 0.911, 0.881, 0.914, and 0.864 for FAQ, ADAS, CDR,
and MMSE scores, respectively. The predicted and real values for
test data at time step 14 can be seen Figs. S8 and S9 in the Supple-
mentary File 2.

3.5.2. Experiment 4: Informative modals selection
Following the experiment outlined in Section 3.5.1, we explored

the effect of adding sub-modalities instead of adding all five
modalities. We tried to select the smallest feature collection that
has the same or better performance than the five modalities, which
helps medical experts to track AD patients more accurately with
fewer data (i.e., fewer medical examinations, and accordingly,
lower cost). We have the five modalities’ time series features,
and our strategy to select the best subset of these modalities is
as follows. First, we selected the best model with four modalities
by repeatedly removing one modality and testing the performance.
Once we get the best four-modality model with the highest perfor-
mance, we repeat the previous step to get the best three-modality
model. The process of selecting the best model for subsequent
investigation continues until we reach a model that includes only
two modalities. The balanced accuracy metric is used to track the
changes in classification performance, and mean absolute error is
used for regression tasks. Fig. 5 illustrates the performance of our
experiment, where we removed one modality at a time and
reported the performance of the resultant model. For the model
with four modalities, the system had an average accuracy of 90.4
5 ± 0.59%. The accuracy was reduced by 2.17% from the full model,
i.e., with five modalities. The model with four modalities achieved
the best accuracy of 91.38 ± 2.03% with no ASD and the worst accu-
racy of 89.94 ± 1.66% by removing the PET modality. The model fol-
lowed the same behavior with the four regression tasks, see seen in
the first row in Fig. 5. This is interesting, because the regression
performance degradation is consistent with the classification task
performance. Using all modalities, the average MAE of the regres-
sion tasks was 0.085 ± 0.015. By removing each single modality,
the system performance became worse (i.e., average MAE is 0.09
2 ± 0.011); however, the system showed no big differences in
MAE among the modalities, as follows: 0.091 ± 0.009 without
ASD, 0.091 ± 0.011 without PET, 0.094 ± 0.012 without MRI, 0.09
2 ± 0.012 without CSD, and 0.092 ± 0.013 without NPD. As a result,
we decided to continue the modality selection process by remov-
ing the ASD modality, because the system achieved the best accu-
racy and the smallest MAE without it. The results of three modality
fusion are illustrated in the second row of Fig. 5. On average, the
three modalities models had a balanced accuracy of 89.40 ± 2.09
%. The performance decreased by 3.21% from the full model. More-
over, removing two modalities (i.e., one modality plus the ASD)
generally had lower accuracy than the previous model of four
modalities by 1.044%.

In other words, the system performance after removing ASD
along with other modalities was 91.17 ± 2.18% without CSD, 90.3
7 ± 1.94% without NPD, 89.67 ± 1.66% without MRI, and 86.40 ± 3.
52% without PET. The results indicate that CSD has the least effect
on system accuracy. Regarding the four regression tasks, the aver-
age MAE for these four modality systems was 0.093 ± 0.013. Again,
we notice that removing two modalities has similar effects among
the different models. Based on the classification task results, we



Fig. 9. The effects of different BG data on the accuracy of the full model with all
modalities included.
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decided to move forward by removing CSD. After removing ASD
and CSD, the remaining modalities were MRI, PET, and NPD. As
shown in the last row of Fig. 5, we tested the model after sepa-
rately removing each of these modalities and keeping the other
two. The system performance continued to decrease as we limited
the number of modalities. The average accuracy of the two modal-
ity systems was 89.09 ± 0.77%. The accuracy decreased by 3.52%
from the main five modality model. In the absence of ASD and
CSD, the average accuracy without MRI was 89.07 ± 3.28%; without
PET it was 88.34 ± 0.86%; and without NPD 89.87 ± 1.46%. We
notice that there were few differences between the modality com-
binations, and NPD had the least impact on the accuracy of the
Fig. 10. The effects of different BG data on the regression
classification task. The average MAE for the regression tasks of
the model with two modalities was 0.096 ± 0.014. Although
removal of different modalities had a similar average effect on
the four regression tasks (0.092 ± 0.012 for MRI, 0.104 ± 0.018
for PET, and 0.094 ± 0.013 for NPD), we noticed that removing
the PET modality produced the worst MAE. The final selected
modalities were PET and MRI, which is medically intuitive because
MRI images track the changes in the brain structure, and PET (in-
cluding FDG and AV45) tracks the changes in brain cell metabolism
and the levels of abnormal proteins such as amyloid-beta. Most AD
studies are based on these two modalities [4,5,13,22,53]. To con-
clude, the results of the experiment show that each modality has
an important role in improving the model performance for both
patient progression task and critical score regression tasks. As
shown in Fig. 6, the best accuracy was achieved by the full model,
and the same model again achieved the lowest MAE. Although each
modality may introduce a level of noise into the data, our DL model
can handle the noise, and it benefits from the variances introduced
by different modalities. Moreover, the results are medically aligned
with the fact that each modality has its limitations, and the need is
for multiple modalities in order to have a complete picture of the
patient medical diagnosis [13,18–20,54]. The careful design of
our DL model, by using stacked CNN-BiLSTM, supports the integra-
tion of huge and heterogeneous time series data. However, the
model also fuses the learned features from the huge amount of
baseline data (i.e., BG) trained by feed-forward dense layers. In
the following section, we evaluate the effect of these BG features
on the whole model performance.
3.5.3. Experiment 5: The effect of background knowledge
The previous experiment tested the role of time series modali-

ties on the performance of classification and regression tasks; how-
ever, the tested models utilized a large set of baseline data (i.e., 240
features), as see in Supplementary File 2. In this experiment, we
evaluated the role of these BG features on the classification and
regression tasks for each model selected in Experiment 4. Fig. 7
showed the regression performance for each model of Experiment
4, with and without BG data. The full model had the lowest error
rate with an average MAE of 0.086 ± 0.015 for the four regression
tasks of the full model with all modalities included.
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tasks with BG and 0.104 ± 0.021 without BG. The four modality
model had an average MAE of 0.091 ± 0.009 for all tasks with BG
and 0.107 ± 0.020 without BG. The three modality model achieved
an average MAE of 0.094 ± 0.012 with BG and 0.109 ± 0.021 with-
out using BG. Finally, the two modalities model had an average
MAE of 0.094 ± 0.013 with BG and 0.110 ± 0.021 without BG. The
MAE of regression tasks utilizing BG was significantly lower than
the MAE of tasks not utilizing BG (P < 0.005).

Fig. 8 illustrated the accuracy of each model of Experiment 4,
with and without BG data. First, the full model achieved an average
accuracy of 92.62 ± 2.41%; but without BG, the model had an accu-
racy of 89.12 ± 6.18%. In addition to the accuracy degradation with-
out BG, BG data have an important role in improving system
confidence and stability. This fact was confirmed by the high vari-
ance of the model performance without the BG data. Second, the
previously selected best model with four modalities had an accu-
racy of 91.39 ± 2.03% with BG and 84.08 ± 8.35% without BG. Third,
the best three modality model had an accuracy of 91.17 ± 2.18%
with BG and 84.67 ± 3.48% without BG; and finally, the best two
modality model had an accuracy of 89.87 ± 1.46% with BG and
82.09 ± 6.42% without BG. We noticed an accuracy drop in all eval-
uated models, and the variances in the accuracy were higher when
they did not utilize BG data. Moreover, the results of the classifica-
tion task for models with BG are significantly higher than the
results of models without BG (P < 0.008). To sum up, the results
of Fig. 7 and Fig. 8 asserted the role of background data in improv-
ing the performance of each task. We also showed that the full
model beats the other models in both the classification task and
the regression tasks. As a result, our hypothesis that multiple
modalities can help in optimizing complex objective functions of
multitask DL models had been proven. As recommended by medi-
cal experts (to use as much data about patients to predict AD pro-
gression), the DL model based on all the patient’s data achieved the
best performance. However, in the current experiment, we tested
the role of all the BG on the performance of different models. In
the next experiment, we explored the effect of the different cate-
Table 2
A comparison with previous studies on AD progression detection using the ADNI dataset.

Study Subjects Modality Fusion

Lee et al. [6], 2019 1618 (ADNI) Dem, MRI, CSD,
CSF

NO

Zhang & Shen
[53], 2012

186 (ADNI) MRI, FDG-PET,
CSF

NO

Ritter et al. [56],
2015

237 (ADNI) 10 modalities NO

Cui et al. [43],
2019

830 (ADNI) MRI NO

Spasov et al. [39],
2019

785 (ADNI) MRI NO

Liu et al. [7], 2019 1984 (ADNI, AIBL,
MIRIAD)

MRI Late (CNN nets + BG)

Zhou et al. [25],
2013

648 (ADNI) MRI NO

Proposed 1536 (ADNI) MRI, PET, CSD,
ASD, NPD

Late (CNN-BiLSTM
nets + BG)

Abbreviations: ACC, Accuracy; BGRU, Bidirectional gated recurrent unit; RMSE, root me
area under the ROC curve, SEN, sensitivity; SPE, specificity; TS, time-series.
gories of BG data on model performance. Based on the performance
results so far, the best model for AD progression is the five modal-
ities model with the BG data. In this experiment, we investigated
the effect of the two main categories of BG data on the model per-
formance. These BG data have two main types: static data (118 fea-
tures) and extracted statistics from time series data (130 features),
as see Supplementary File 2. Fig. 9 shows the performance of the
classification tasks. We tested our time series DL model by combin-
ing its learned features with all BG, with BG static data only, with
BG statistical data only, and without using any BG data. The exper-
iment results show that the model tested using all BG data is the
most stable and confident model, and achieved the highest bal-
anced accuracy of 92.62 ± 2.41%. Moreover, the inclusion of all
the BG data significantly improved the accuracy of the model
(P < 0.01). Testing the model with only statistical BG data achieved
an accuracy of 90.49 ± 4.02%. On the other hand, testing the system
without BG data achieved accuracy of 89.12 ± 6.18%. The perfor-
mance decreased by about 3.5%; besides, the system became not
stable because of the high variance of its results. Finally, by using
the static data only, the system had the worst accuracy of 79.13 ±
15.40%; moreover, the system with this setting was unstable and
fluctuating, which indicates that the static data were noisy.

The system consistently followed the same behavior for the four
regression tasks. As can be seen from Fig. 10, combining the DL
model with static BG data resulted in the highest MAE of 0.155 ±
0.016 for FAQ task, 0.156 ± 0.020 for ADAS task, 0.106 ± 0.013 for
CDRSB task, and 0.103 ± 0.007 for MMSE task. The absence of BG
data had negative effects on all tasks, where MAE errors were 0.1
36 ± 0.013 for FAQ task, 0.094 ± 0.009 for ADAS task, 0.092 ± 0.0
15 for CDRSB task, and 0.096 ± 0.012 for MMSE task. As shown in
Fig. 9, the classification performance of the system with the whole
BG data and with only statistical features had the best and compa-
rable results. The same behavior could be seen for the regression
tasks in Fig. 10. By utilizing the whole BG data, the regression tasks
had MAE errors of 0.107 ± 0.011 for the FAQ task, 0.076 ± 0.007 for
the ADAS task, 0.075 ± 0.007 for the CDRSB task, and 0.085 ± 0.008
Time
series

BG data Results Method

4-time
steps

NO ACC: 81%. GRU

NO NO ACC.: 93.3% (CN/AD),
83.2% (CN/MCI). CC:
0.697 (MMSE), 0.739
(ADAS)

SVM

NO NO ACC: 73% SVM

6-time
steps

NO ACC: 91.33% (AD/NC),
71.71% (pMCI/sMCI)

Stacked CNN-
BGRU

NO Dem, NPD, APOe4 AUC: 0.925, ACC: 86%,
SEN: 87.5%, SPE: 85%
(sMCI/pMCI).

CNN.

NO 3 Dem features ACC.: 51.8% (CN/ sMCI/
pMCI/ AD). RMSE:
1.666, 6.2, 8.537, 2.373
(CDRSB, ADAS11,
ADAS13, MMSE)

CNN

NO NO CC: 0.824 for MMSE,
0.854 for ADAS

Lasso

15-time
steps

118 static + 130 TS
statistics

ACC: 92.62%, PRE:
94.02%, F1: 92.56%,
REC: 98.42. MAE:
0.107, 0.076, 0.075, and
0.085, (FAQ, ADAS,
CDR, MMSE)

Stacked CNN-
BiLSTM

an square error; CC, correlation coefficient; Dem, demographics; F1, F1-score; AUC,



Table 3
A comparison with the state-of-the-art ML classification techniques for AD progression.

ML + Data Accuracy Precision Recall F1-Score

LR + BG 82.69 ± 1.12 82.97 ± 1.01 83.12 ± 0.96 83.00 ± 1.08
RF + BG 79.23 ± 0.93 80.65 ± 1.00 80.63 ± 0.89 80.64 ± 0.97
SVM + BG 85.55 ± 1.07 86.16 ± 0.81 85.70 ± 1.30 85.92 ± 0.84
DT + BG 69.28 ± 1.82 69.15 ± 1.50 69.23 ± 2.00 69.18 ± 1.71
XGBoost + BG 83.15 ± 0.85 83.39 ± 0.60 83.69 ± 0.71 83.52 ± 0.66
NB + BG 40.56 ± 1.72 40.32 ± 1.49 43.83 ± 1.80 33.70 ± 1.91
KNN + BG 74.41 ± 2.01 77.28 ± 1.88 76.24 ± 1.34 74.89 ± 1.87
MLP + BG 81.18 ± 2.21 81.88 ± 2.02 81.78 ± 1.98 81.78 ± 1.94
LR + BL 75.27 ± 3.20 75.76 ± 2.99 75.89 ± 2.81 75.81 ± 3.01
RF + BL 80.21 ± 2.77 81.23 ± 3.00 80.50 ± 3.32 80.65 ± 3.26
SVM + BL 71.97 ± 2.58 71.61 ± 2.53 72.36 ± 3.11 71.94 ± 2.61
DT + BL 72.58 ± 3.40 71.61 ± 3.08 71.77 ± 2.59 71.68 ± 2.77
XGBoost + BL 80.22 ± 1.83 81.35 ± 1.61 80.97 ± 2.01 81.09 ± 1.91
NB + BL 70.12 ± 4.01 70.86 ± 3.18 71.08 ± 4.09 69.90 ± 3.85
KNN + BL 62.91 ± 2.22 59.70 ± 1.97 60.87 ± 2.84 59.60 ± 2.77
MLP + BL 76.62 ± 1.89 66.16 ± 2.04 67.21 ± 2.45 66.58 ± 1.97
Proposed 92.62 ± 2.41 94.02 ± 3.26 98.42 ± 1.38 92.56 ± 2.38
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for the MMSE task. By using the statistic BG data only, the four
regression tasks achieved the best performance, where MAE errors
were 0.100 ± 0.005 for the FAQ task, 0.071 ± 0.005 for the ADAS
task, 0.072 ± 0.006 for the CDRSB task, and 0.081 ± 0.006 for the
MMSE task. We noticed that removing static data had no signifi-
cant effect on the FAQ, CDRSB, and MMSE regression tasks
(P > 0.12), but for the ADAS task the static data made a significant
difference (P < 0.005).

4. Discussion

We proposed a medically intuitive and integrative DL model for
AD progression detection. The model is based on five time-series
modalities and stacked CNN-BiLSTM design. The results proved
that advanced CNN-BiLSTM design can lead to a significant
improvement to AD patient monitoring. It jointly optimizes two
types of tasks, i.e., multiclass classification and four cognitive
scores regression, by simultaneously learning and fusing discrimi-
native features from time-series and BG data. The resulting model
provides a promising performance. Our experiments suggest that
no single modality may be sufficient to assess AD progression on
its own. Furthermore, they pointed to the importance of fusing
the learned features from these modalities, see Figs. 8 and 9. In this
section, a comparative evaluation of the proposed model is con-
ducted with the state-of-the-art ML models and ML/DL-based
models proposed in the literature.

4.1. Comparison with previous studies

As shown in Table 2, we compare the performance and architec-
ture of our model with state-of-the-art approaches that can per-
form tasks of both classification and cognitive score regression.
Note that, due to the differences in dataset characteristics and mul-
titask settings, it is not fair to directly compare performance among
the methods. However, since performance was obtained based on
the ADNI dataset, it is still appropriate to compare their results
[55]. The majority of state-of-the-art studies are based on baseline
MRI data only [7], as seen in Table 2. Even though they achieved
good results, these types of studies are not medically acceptable.
They did not mimic the real procedures of AD patient diagnosis,
where experts are usually studying different types of chronic data.
Compared with DM2L [7], this study is a CNN-based model applied
to a large dataset of 1984 patients from ADNI, AIBL, and MIRIAD.
DM2L jointly learned a four-class classification task besides four
regression tasks (MMSE, ADAS 11, ASAS 13, and CDRSB). However,
it depended on the baseline MRI modality only, and did not con-
sider the complementary information that can be added by other
modalities. In addition, it did not study the longitudinal changes
in these features. In other words, DM2L is a single-modal multitask
model. It had multiclass classification accuracy of 51.8%, and a root
mean square error of 1.666, 6.2, 8.537, and 2.373 for CDRSB, ADAS
11, ADAS 13, and MMSE, respectively. Furthermore, ADAS 11 is
medically considered a subset of ADAS 13, so their error rates are
correlated. DM2L tried to apply the idea of BG to help the CNNwith
three other features (age, education, and gender). However, these
three raw features were lately fused with the learned features from
deep CNN subnetwork. In our model, the BG data is much larger,
and they were first learned by feed-forward dense layers to extract
more relevant features before late fusion with the resulting CNN-
BiLSTM features. The study did some binary classification experi-
ments, which are not reported here.

Zhang and Shen proposed M3T [9] as a multimodal multitask
model for two-year AD prediction. M3T has two main steps: (1)
multitask feature selection using Lasso to determine the common
subset of relevant features for multiple tasks from each modality,
and (2) using an SVM model for separate classification and regres-
sion. In M3T, the feature extraction process was independent of the
subsequent classification and regression process. In contrast, our
model automatically learns local and temporal features from each
modality using stacked CNN-BiLSTM subnetworks, and then, it
fuses these features to jointly learn discriminative features for
the classifier and regressors. M3T was based on a small cohort of
186 patients from ADNI. The data from three modalities (MRI,
FDG-PET, and CSF) were collected at baseline only, i.e., no time ser-
ies analysis. M3T separately learned two regression tasks (MMSE
and ADAS) and one binary classification task (CN vs. MCI, CN vs.
AD, or sMCI vs. pMCI). The model achieved a binary classification
accuracy of 93.3% and 83.2% for CN vs. AD and CN vs. MCI, respec-
tively, in the first experiment, and 73.9% for sMCI vs. pMCI in the
second experiment. For regression, it achieved a correlation coeffi-
cient of 0.697 and 0.739 for MMSE and ADAS in the first experi-
ment, and 0.511 and 0.531 for MMSE and ADAS, respectively, in
the second experiment. One of the strengths of our proposed
model is its ability to learn many time series modalities, and jointly
optimize the four-class classification task and four regression
tasks. Spasov et al. proposed a parameter-efficient CNN model for
predicting AD progression within three-years from the baseline
visit. The model combined one modality, i.e., MRI (parietal, tempo-
ral, and frontal lobes) with nine BG features, namely demographic
(four features), neuropsychological (four features), and APOe4
genetic. Data of 785 subjects from ADNI were collected from base-
line only. The model optimized two classification tasks: MCI-to-



Table 4
A comparison with ML regression techniques.

ML + Data FAQ ADAS CDR MMSE

RF + BG 0.122 ± 0.029 0.113 ± 0.017 0.113 ± 0.012 0.120 ± 0.019
SVM + BG 0.186 ± 0.020 0.158 ± 0.048 0.136 ± 0.015 0.157 ± 0.018
BR + BG 0.113 ± 0.020 0.125 ± 0.024 0.104 ± 0.015 0.132 ± 0.016
Lasso + BG 0.172 ± 0.015 0.157 ± 0.018 0.143 ± 0.017 0.145 ± 0.018
DT + BG 0.144 ± 0.023 0.139 ± 0.019 0.151 ± 0.012 0.140 ± 0.020
GBR + BG 0.135 ± 0.017 0.129 ± 0.016 0.122 ± 0.018 0.160 ± 0.017
RF + BL 0.131 ± 0.018 0.131 ± 0.020 0.134 ± 0.067 0.137 ± 0.063
SVM + BL 0.186 ± 0.010 0.178 ± 0.018 0.166 ± 0.016 0.167 ± 0.080
BR + BL 0.140 ± 0.015 0.142 ± 0.013 0.132 ± 0.038 0.130 ± 0.056
Lasso + BL 0.172 ± 0.015 0.167 ± 0.018 0.123 ± 0.017 0.155 ± 0.083
DT + BL 0.144 ± 0.022 0.135 ± 0.027 0.139 ± 0.082 0.145 ± 0.090
GBR + BL 0.143 ± 0.017 0.143 ± 0.015 0.147 ± 0.043 0.137 ± 0.055
Proposed 0.107 ± 0.01 0.076 ± 0.01 0.075 ± 0.01 0.085 ± 0.01
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pMCI conversion and CN/AD classification. There were no cognitive
scores for regression tasks. This DL model extracted features from
MRI using a deep CNN, and then, it fused these features with BG
raw features. Fusing CNN extracted features with raw data is
expected to decrease the model accuracy. The authors asserted
that DL models achieved the best performance based on all data.
On average, the model achieved an area under the curve of
0.925, accuracy of 86%, sensitivity of 87.5%, and specificity of 85%
for sMCI vs. pMCI. For CN vs. AD, it provided high performance
(AUC of 1, and 100% accuracy, sensitivity, and specificity). The
model depends only on a single modality and a subset of BG fea-
tures. Medically, these models could be not applicable. Besides, it
optimized two very related, if not identical, binary classification
tasks. Although our model optimizes a more complex cost function
based on multimodalities, it achieved better performance in pre-
dicting MCI progression. Ritter et al. [56] extracted 288 features
from 10 different modalities to predict MCI conversion as a single
binary classification task. Data from 237 subjects were collected
from baseline visits only. The study compared the manual and
automatic feature select on the performance of the SVM algorithm.
By using the subset of features suggested by a domain expert, the
SVM achieved a better accuracy of 73.44%. Although this study
confirmed the role of multimodality, it achieved low accuracy
and neglected many of our comparison metrics.

Cui et al. [43] proposed a single-modal single-task DL model for
AD progression detection. The model was based on a binary classi-
fication task, was mainly based on the analysis of MRI features by
using a stacked CNN-RNN pipeline. MRI data were from six-time
steps. Given an MRI image, the CNN first learned the spatial fea-
tures, and then, the RNN was built on the output of the CNN from
many time steps in order to learn the longitudinal features for AD
detection. The model jointly learns the spatial and longitudinal fea-
tures. As done in our study, this study benefited from a stacked
CNN-RNN to extract local and temporal features. It achieved an
accuracy of 91.33% for AD vs. NC, and 71.71% for pMCI vs. sMCI.
However, depending only on MRI is insufficient in the medical
domain. In addition, the study neglected the role of BG and multi-
tasked learning. Zhou et al. [25] proposed a multitask regression
model to predict AD progression within the subsequent four years.
They used baseline values of MRI modality, age, APOe4, MMSE,
ADAS, and education with the Lasso technique to predict M06-
M48 values of MMSE and ADAS as two separate regression tasks.
The model achieved average correlation coefficients of 0.824 for
MMSE and 0.854 for ADAS. Lee et al. [6] proposed a multimodal
single-task RNN-based model for MCI-to-AD detection. The model
is based on four modalities: demographics (four features), MRI
(three features), cognitive scores (two features), and CSF (five fea-
tures). The model uses transfer learning to train a single task clas-
sifier for differentiating CN vs. AD, and then the resulting classifier
is retrained to work with sMCI vs. pMCI patients. The authors
asserted the role of time series data to improve RNN predictive
power. By using time series multimodal data, the model achieved
81% accuracy. By using multimodal baseline data only, it achieved
76% accuracy, and by using single modalities, it achieved 74% accu-
racy. However, the model optimized only single binary classifica-
tion tasks and was based on a very small number of features. A
separate RNN learns each modality, and there is no fusion of
learned features. The model did not check the effect of adding BG
data, and its achieved accuracy is not compared to ours. As con-
firmed by the Table 2 comparisons, our study is the most compre-
hensive and medically intuitive approach to AD progression
detection.

4.2. Comparison with regular machine learning techniques

In this experiment, we compared the performance of our pro-
posed model with eight state-of-the-art classification algorithms,
i.e., SVM, logistic regression (LR), random forest (RF), k-nearest
neighbor (KNN), decision tree (DT), extreme gradient boosting
(XGBoost), naive Bayes (NB), and multilayer perceptron (MLP), as
benchmark methods. Note that these techniques were used for
the multiclass classification task. We used our aggregated BG data
to train and test these models. The best parameters for these tech-
niques have been selected using grid search. The used data were
preprocessed as described in Section 2.3. The stratified 10-fold
cross validation was used to train and validate these models. Each
experiment was repeated 10 times, and for each time, results were
the average over ten rotations of the test folds. Table 3 shows the
comparison among the competing techniques measured by the
averages of accuracy, precision, recall, and F1-score.

In comparison with benchmark approaches, our proposed
model achieved much better performance than all conventional
ML techniques. The NB model achieved the worst results (i.e.,
accuracy = 40.56 ± 1.72, precision = 40.32 ± 1.49, recall = 43.83 ± 1
.80, F1-score = 33.70 ± 1.91). On the other hand, SVM achieved the
highest performance compare to other regular ML techniques (i.e.,
accuracy = 85.55 ± 1.07, precision = 8616 ± 0.81, recall = 8570 ± 1.
30, and F1-score = 8592 ± 0.84). The proposed model had an aver-
age of 7.07%, 7.86%, 12.72%, and 6.64% performance gain in com-
parison with SVM for accuracy, precision, recall, and F1-score,
respectively. As a result, our model predicts patient progression
status more accurately than these benchmark approaches. We
noticed that competing models had less standard deviations com-
pared to our model. This is probably because the 15-time step data
added more nose, which affected the model confidence. It is note-
worthy that our model concurrently learned multiple tasks based
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on BG plus time series data. However, all tested conventional ML
techniques are single-tasked and achieved their results based on
BG data only. This means that our prepared BG data had enough
informative features to differentiate between the four classes. To
check this hypothesis, we fed the same ML models with the base-
line visit data only and reported the results. As shown in Table 3,
the highest results achieved by the XGBoost technique (i.e.,
accuracy = 80.22 ± 1.83, precision = 81.35 ± 1.61, recall = 80.97 ± 2
.01, and F1-score = 81.09 ± 1.91). Compared with the ML models
fed with BG data, we noticed that the models built with baseline
data have performance degradation, and higher standard devia-
tion. These results highlighted the role of BG data to enhance mod-
els’ performance. Regarding regression tasks, we compared our
model with RF, SVM, Bayesian ridge (BR), lasso, DT, and gradient
boosting regression (GBR). These techniques were evaluated sepa-
rately using BG data and baseline visit data. For each regression
task, we implemented a separate regression model, where 24 mod-
els were implemented for each dataset. Table 4 shows the resulting
MAE. Based on the BG data, BR had the best results for FAQ regres-
sion task (MAE of 0.113 ± 0.020) and CDR task (MAE of 0.104 ± 0.
015), and RF had the best result for ADAS (MAE of 0.113 ± 0.017)
and MMSE (MAE of 0.120 ± 0.019). Our model had lower MAE for
all regression tasks by 0.006 for FAQ, 0.037 for ADAS, 0.029 for
CDR, and 0.035 for MMSE. On average, the MAE for RF, SVM, BR,
lasso, DT, and GBR were 0.117 ± 0.019, 0.159 ± 0.025, 0.119 ± 0.0
19, 0.154 ± 0.017, 0.144 ± 0.019, and 0.137 ± 0.017, respectively.
On average, RF achieved the best results, and our model lower
MAE by 0.015, 0.037, 0.038, and 0.035 for FAQ, ADAS, CDR, and
MMSE, respectively. The average MAE for FAQ, ADAS, CDR, and
MMSE were 0.145 ± 0.021, 0.137 ± 0.024, 0.128 ± 0.015, and 0.14
2 ± 0.018, respectively, where the proposed model decreased the
error rate by 0.038, 0.061, 0.053, and 0.057, respectively.

All regression models trained using the baseline data achieved
worse results than BG-based models. On average, the FAQ, ADAS,
CDR, and MMSE tasks had MAE scores of 0.153 ± 0.016, 0.149 ± 0.
019, 0.140 ± 0.044, and 0.145 ± 0.071, respectively. Again, RF
achieved the best results for FAQ (MAE of 0.131 ± 0.018) and ADAS
(MAE of 0.131 ± 0.020) tasks. BR achieved the best result for MMSE
(MAE of 0.130 ± 0.056), and lasso had the lowest score for CDR task
(MAE of 0.123 ± 0.017). The RF, SVM, BR, lasso, DT, and GBR regres-
sion models had average MAE rates of 0.133 ± 0.042, 0.174 ± 0.031,
0.136 ± 0.031, 0.154 ± 0.033, 0.141 ± 0.055, and 0.143 ± 0.033,
respectively. The performance of regression tasks was consistent
with that of classification task. Both classification and regression
results of the ML models confirmed the positive role of BG data
on the performance, and the superiority of the proposed model.

4.3. Study limitations and future directions

Although our proposed model added an advanced achievement
in AD progression detection, we still have several limitations that
need further consideration. First, in this study, we concentrated
on the optimization of the model’s performance. However, medical
experts consider the ability to explain model decisions as impor-
tant as their accuracies. Explainable ML model is trustworthy,
accountable, and more acceptable in the real medical domain. DL
models are considered as black boxes. However, recently, studies
tried to open the box and explain why the model took specific deci-
sions. Second, despite we used the most comprehensive number of
modalities, we have not studied the relationship between AD pro-
gression and the patient’s comorbidities (cardiovascular disease,
depression, renal genitourinary, endocrine metabolism, etc.),
adverse events (e.g., headache, fever, dizziness, insomnia, etc.),
and previously taken drugs (e.g., tacrine, memantine, etc.). The
ADNI database collected some data about these modalities, but
still, they are not enough to train DL models. Third, extracting only
the medically informative features from neuroimaging is of funda-
mental importance to improve model speed or to concentrate on
specific brain regions. For example, for MRI, it is important to study
the role of longitudinal change in Volumatic, surface area, etc. of a
different region of interest. For PET, there are many types of PET
imaging including FDG PET, AV45 PET, and AV1451 PET. Studying
the role of each category alone and in combination with other
modalities is important. Fourth, we handled missing values based
on a medically intuitive procedure. The last step of this procedure
is to replace missing values by feature means according to the class
label. This method is popular in literature, but it is interesting to
check other methods such as LSTM masking. Fifth, we have not
added many critical modalities in our study because of the lack
of data. Specific modalities such as CSF, lab tests, and APOe4 geno-
typing are medically critical, but ADNI has collected these data at
baseline visits only. Please note that we included all these features
in our BG data. Finally, we gave equal weights for the classification
and regression tasks in our current work [7], but these tasks might
contribute differently. In a future extension of our model, we will
study how to learn custom weights for each task automatically.

5. Conclusion

In this paper, we have proposed an ensemble multimodal mul-
titask deep learning model based on the combination of CNN and
BiLSTM for jointly learning of AD multiclass classification and four
cognitive scores regression. The CNN subnetworks were proposed
to extract the local features from individual time series in each
modality, and the BiLSTM subnetworks were used to model the
time series temporal variations and extract the longitudinal fea-
tures. The model is based on the fusion of five heterogeneous time
series modalities. The proposed DL model is based on the late
fusion of five pipelined stacked CNN-BiLSTM subnetworks. The
proposed model exploited set of BG static features collected from
baseline visits and time series statistics, which enhanced the
model performance. Experimental results on the ADNI dataset
demonstrated the effectiveness of the proposed model. To the best
of our knowledge, this is the first DL model in AD domain that
investigates the joint prediction of multiple regression and multi-
class classification variables from multiple longitudinal and BG
data.
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