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Highlights

• A parametric disease progression modeling method
is proposed based on alternating Mestimation which
is robust to outliers.

• A novel generalized logistic function, called modi-
fied Stannard, is proposed which better fits the AD
biomarker trajectories.

• An end-to-end approach is introduced that performs
biomarker trajectory modeling and clinical status clas-
sification.

• The proposed method is applied to model the progres-
sion of Alzheimers disease using volumetric MRI and
PET biomarkers, CSF measures, as well as cognitive
tests.

• The generalizability of the proposed method is evalu-
ated based on the prediction performance within and
across cohorts.
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Abstract

Quantitative characterization of disease progression using longitudinal data can provide long-term predictions for the
pathological stages of individuals. This work studies the robust modeling of Alzheimer’s disease progression using
parametric methods. The proposed method linearly maps the individual’s age to a disease progression score (DPS) and
jointly fits constrained generalized logistic functions to the longitudinal dynamics of biomarkers as functions of the DPS
using M-estimation. Robustness of the estimates is quantified using bootstrapping via Monte Carlo resampling, and the
estimated inflection points of the fitted functions are used to temporally order the modeled biomarkers in the disease
course. Kernel density estimation is applied to the obtained DPSs for clinical status classification using a Bayesian
classifier. Different M-estimators and logistic functions, including a novel type proposed in this study, called modified
Stannard, are evaluated on the data from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) for robust modeling
of volumetric magnetic resonance imaging (MRI) and positron emission tomography (PET) biomarkers, cerebrospinal
fluid (CSF) measurements, as well as cognitive tests. The results show that the modified Stannard function fitted using
the logistic loss achieves the best modeling performance with an average normalized mean absolute error (NMAE) of
0.991 across all biomarkers and bootstraps. Applied to the ADNI test set, this model achieves a multiclass area under
the ROC curve (AUC) of 0.934 in clinical status classification. The obtained results for the proposed model outperform
almost all state-of-the-art results in predicting biomarker values and classifying clinical status. Finally, the experiments
show that the proposed model, trained using abundant ADNI data, generalizes well to data from the National Alzheimer’s
Coordinating Center (NACC) with an average NMAE of 1.182 and a multiclass AUC of 0.929.

Keywords: Alzheimer’s disease, disease progression modeling, M-estimation, generalized logistic function, kernel
density estimation, Bayesian classifier, magnetic resonance imaging, positron emission tomography, cerebrospinal fluid.

1. Introduction

Alzheimer’s disease (AD) is the most common type of
dementia and leads to progressive neurodegeneration, af-
fecting memory and behavior according to regional damage
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to the brain cells (Ewers et al., 2011). The hippocampus,
which is the center of learning and memory, is often one of
the first regions of the brain to be damaged. It has also been
shown that cerebrospinal fluid (CSF) biomarkers can be-
come abnormal in the presymptomatic phase of the disease,
preceding positron emission tomography (PET) and mag-
netic resonance imaging (MRI) biomarkers followed by
clinical markers (Jack Jr et al., 2010; Biagioni and Galvin,
2011). Currently, the cause of AD is not clear, and there
is no cure or effective treatment to stop its progression,
but early diagnosis of the disease, especially in the pre-
symptomatic stages, can provide time to treat symptoms
and plan for the future. However, early diagnosis of AD
is challenging mainly because elderly subjects can suffer
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Figure 1: An illustration of the AD progression modeling method proposed by Jedynak et al. (2012, 2015). Left: A Sigmoid function is fitted to the
biomarker measurements of each subject. Middle: The biomarker trajectories are aligned by linearly transforming subject age to DPS. Right: The
aligned biomarker fit is obtained for all subjects.

from different age-related pathologies and normal aging be-
sides AD. Therefore, methods to stage and identify at-risk
individuals are critical to dementia research.

Disease progression modeling uses longitudinal studies
to develop data-driven quantitative models that describe
the evolution of the disease over time. The approach can,
therefore, provide a complete perspective of the disease by
computationally exploring the available data to help with a
better understanding of the disease for diagnostic, staging,
monitorization, and prognostic purposes. Parametric dis-
ease progression modeling methods can be divided into two
categories, continuous fitting for modeling the dynamics
of biomarkers and discrete ordering of biomarkers for ab-
normality detection, both relying on unsupervised learning,
e.g., by using maximum-likelihood estimation. The dis-
crete methods focus on temporally ordering of biomarkers
becoming abnormal during the disease stages by discretiz-
ing the disease progression trajectory using generative,
event-based models (Fonteijn et al., 2012; Venkatraghavan
et al., 2019).

Continuous parametric methods for modeling the pro-
gression of Alzheimer’s disease have been inspired by hy-
pothetical models assuming a sigmoidal evolution of AD
biomarkers (Jack Jr et al., 2010, 2013). The goal of these
methods is to model biomarker trajectories as a function
of disease progression (Jedynak et al., 2012; Oxtoby and
Alexander, 2017). Accordingly, a variety of approaches
have been applied to fit a continuous function to the longitu-
dinal dynamics of each biomarker using statistical models
such as differential equations and mixed-effects models
(Oxtoby et al., 2014; Yau et al., 2015; Guerrero et al., 2016;
Bilgel et al., 2016; Li et al., 2019), in which one needs to
align the trajectory of individuals based on some time mea-
sure, e.g., time-to-conversion. These methods are simple
and require less data, but parametric assumptions on the
biomarker trajectories limit the flexibility of the fits.

Recently, nonparametric disease progression modeling
methods have been introduced to model biomarkers jointly
while taking temporal dependencies among measurements
into account using Gaussian processes (Lorenzi et al.,
2017) or deep learning (Ghazi et al., 2019). These methods
are flexible, make fewer assumptions for modeling, and do
not require alignment of the trajectories of the individuals.
However, a multivariate gaussian process with monotonic-
ity constraints is computationally expensive to fit due to
large covariance matrices, and deep learning methods are
less interpretable and are hard to train in cases when the
data is sparse or irregular. Moreover, these methods cannot
easily be applied for prediction when the unseen data has
fewer biomarkers than what was used for training.

Jedynak et al. (2012, 2015) proposed a parametric al-
gorithm, which incorporates information from multiple
biomarkers for modeling progression of AD over a com-
mon disease timescale. As shown in Figure 1, the method
linearly transforms the age of the individual to a disease
progression score (DPS) for the time-wise alignment of
within-cohort measurements, assuming that the visit inter-
vals in the data are short relative to the disease duration.
Alternating least squares is applied to fit a sigmoid function
to the longitudinal dynamics of each biomarker. In this
method, biomarker trajectories are fitted independently and
the biomarker dependencies are only considered when the
algorithm alternates to estimate the subject-specific (age)
parameters, which in turn can cause difficulties for the
convergence of the alternating algorithm. Furthermore, the
proposed model is not robust to outliers that can be found
in more contaminated data. The first problem has been
tackled by Bilgel and Jedynak (2019), but the problem
with outliers remains.

Maximum likelihood type estimation (M-estimation) is
introduced as a robust regression method (Huber, 2004) to
cope with outliers by minimizing a loss function designed
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Figure 2: An illustration of how the proposed method (red curves) tackles the existing biomarker curve-fitting problems using simulated data
generated based on logistic functions and additive white Gaussian noise. Left: A flexible function is used to fit the asymmetric shape of the
simulated data points. Middle: A constrained function is utilized to estimate the exact dynamic range of the biomarker. Right: A robust estimator is
applied to fit a curve to the simulated data contaminated with outliers.

to de-emphasize outliers (see Table 2). The model fit can
further be improved by utilizing a more flexible function
(see Table 1) and/or constraining the objective function.
However, increasing the number of parameters needs to
be penalized as it can increase the model complexity and
result in overfitting. Figure 2 illustrates 1) how the use of a
flexible function improves the curve fit, 2) how the use of a
constrained function moves lower and upper asymptotes to
fit the exact dynamic range of the biomarker, and 3) how
the use of M-estimation reduces the influence of outliers.

In this paper, a robust extension of Jedynak et al. (2012,
2015) is proposed that jointly fits a constrained logistic
function to the longitudinal dynamics of each biomarker
using M-estimation to address the abovementioned curve-
fitting problems, e.g., outliers, in the biomarker modeling
(see Figure 2). The estimated parameters are quantified
using bootstrapping via Monte Carlo resampling, and the
inflection points are used to temporally order the biomark-
ers in the disease course. Kernel density estimation with
normal bases is applied to the estimated DPSs for clinical
status classification using a Bayesian classifier. Differ-
ent loss and logistic functions are considered, including a
modified version of the Stannard function (Stannard et al.,
1985) that tends to better describe the biomarker trajecto-
ries, and they are applied to AD progression modeling of
the Alzheimer’s Disease Neuroimaging Initiative (ADNI)
(Petersen et al., 2010) and the National Alzheimers Coor-
dinating Center (NACC) (Beekly et al., 2007) data using
volumetric MRI biomarkers, CSF and PET measurements,
and cognitive tests. The obtained results indicate that the
modified Stannard function fitted using the logistic loss
achieves the best modeling performance over different

bootstraps, and it consistently outperforms the basic algo-
rithm of Jedynak et al. (2015) and state-of-the-art results
of Bilgel and Jedynak (2019) and Marinescu et al. (2020)
in almost all experiments.

The main contribution of this study is four-fold. First,
we introduce a novel generalized logistic function, called
modified Stannard, which better fits the AD biomarker tra-
jectories compared to using other logistic functions. Sec-
ond, the use of M-estimation suppresses the effect of out-
liers on the fit. Third, the across-cohort generalizability
of the proposed model is evaluated by applying the model
trained using ADNI data to the test data from the NACC
cohort with fewer biomarkers. Finally, an end-to-end ap-
proach is introduced that performs biomarker trajectory
modeling (unsupervised learning), biomarker inflection
point detection (event ordering), and clinical status clas-
sification (supervised learning). This is a holistic way to
implement a system suitable for both research and clinical
applications to better study, detect, and monitor AD.

2. The proposed method

The main objective of this work is to minimize the error
of parametric disease progression modeling while mak-
ing the estimates stable and robust to outliers. This is
achieved by fitting a constrained logistic function using an
M-estimator.

2.1. Modeling dynamics of biomarkers

Two sets of parameters are estimated in the model: ob-
served biomarker-specific parameters, which are assigned
for fitting the biomarker curves, and hidden subject-specific
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Table 1: Details of the utilized logistic functions for AD progression modeling. Note that the range of each function can be controlled by two
additional parameters.

Logistic function g(s;θ) θ (min,max)∀ b > 0 g′(s;θ) g′′(c;θ)

Verhulst
[
1 + e−b(s−c)

]−1 {b, c} (0, 1) at (−∞,+∞) be−b(s−c)
[
1 + e−b(s−c)

]−2
0

Gompertz e−e
−b(s−c) {b, c} (0, 1) at (−∞,+∞) be−b(s−c)e−e

−b(s−c)
0

Richards
[
1 + γe−b(s−c)

]−1/γ {b, c, γ} (0, 1) at (−∞,+∞) be−b(s−c)
[
1 + γe−b(s−c)

]−1−1/γ
0

Modified Stannard
[
1 + 1

γ e
− b
γ (s−c)

]−γ
{b, c, γ} (0, 1) at (−∞,+∞) b

γ e
− b
γ (s−c)

[
1 + 1

γ e
− b
γ (s−c)

]−1−γ
0

(age-related) disease progression parameters that are de-
fined for aligning the trajectory of subjects. Assume that
yi,j,k is the k-th biomarker’s value at the j-th visit of the
i-th subject and f(s;θ) is an S-shaped logistic function of
DPS s with parameters θ. Each biomarker measurement is
defined as

yi,j,k = f(si,j ;θk) + σkεi,j,k ,

where σk is the standard deviation of the k-th biomarker
with θk parameters, εi,j,k is additive white Gaussian noise
(random effect) with i.i.d. assumption, and si,j is the DPS
for the j-th visit of the i-th subject and is obtained as

si,j = αiti,j + βi ,

where ti,j is the age of subject i in visit j, and αi ∈ R>0

and βi ∈ R are the rate and onset of disease progression
of subject i, respectively. Finally, the multiobjective opti-
mization for robust nonlinear regression is defined as

{α̂, β̂, θ̂} = min
i,j,k

∑

i,j,k

wiρ

(
yi,j,k − f(αiti,j + βi;θk)

σk

)
,

where ρ(·) is a maximum likelihood-type function and
wi = 1/Ni is a weighting factor for normalizing the ob-
jective function with the number of available points per
subject (Ni).

For fitting the longitudinal trajectories of biomarkers,
four logistic functions are considered (Table 1). All func-
tions have the same range (0, 1) and can produce the same
inflection points at c ∈ R, to be later used for biomarker
ordering. We candidate utilization of a modified flexible
logistic function based on the Stannard function (Stannard
et al., 1985), where the 1/γ factor is multiplied by the ex-
ponential term to create an asymmetric growth curve with
an inflection point at c like other functions. This function
tends to better describe asymmetrical sigmoid patterns of
the biomarker trajectories with modeling both slow and

rapid growths at the beginning or the end of the disease
period. In the defined functions, b ∈ R>0 and γ ∈ R>0

denote the growth rate and symmetry parameter of the
curves, respectively. The reason for restricting b to the pos-
itive real numbers is to make parameters of the estimation
identifiable.

It can also be deduced from Table 1 that the sigmoid
function first introduced by Verhulst (Verhulst, 1845) is
a special (symmetric) case of both Richards’ function
(Richards, 1959) and the proposed function when γ = 1.
Moreover, Gompertz’s function (Gompertz, 1825) is a sim-
plified form of Richards’ function when γ approaches zero,
i.e., limγ→0(1 + γu)−1/γ = e−u. Finally, the upper and
lower asymptotes of the curves can be adjusted by two
additional parameters (Zwietering et al., 1990) as

f(s;θ) = (a− d)g(s;θ) + d .

The range parameters, a and d, can be set to fixed values
when the exact range of biomarkers is given, which is the
case with cognitive tests. This, in turn, not only reduces
the number of optimization parameters but also increases
the stability of the estimation. For other biomarkers, if
there are, for example, sign constraints which are the cases
with nonnegative CSF and PET measurements, both pa-
rameters can be constrained to lower and/or upper bounds,
but otherwise remain unconstrained.

2.2. Model fitting

Alternating approach, as an efficient optimization tech-
nique, is applied to solve the problem where the algorithm
iteratively estimates θ using fixed values of α and β and
vice versa until the parameters converge. The proposed
algorithm can be summarized as follows

Initialization: initialize {α(0),β(0), θ(0)} using mea-
surements.

5

                  



Table 2: The utilized ρ-type M-estimators and their corresponding scale
factors τ for robust regression.

Loss function ρ(r) τ

L2 r2 1

L1-L2 2
(√

1 + r2 − 1
)

1

Logistic ln(cosh(r)) 1.205

Modified Huber

{
1− cos(|r|), |r| ≤ π/2
|r|+ (1− π/2), |r| > π/2

1.2107

Cauchy-Lorentz ln(1 + r2) 2.3849

Optimization: iterate l until convergence.
Biomarker fitting: estimate the biomarker-specific
parameters using values of all subjects and visits.

θ̂(l) = min
i,j,k

∑
i,j,k

wiρ

(
yi,j,k−f(α̂(l−1)

i ti,j+β̂
(l−1)
i ;θk)

σk

)
, (1)

Age mapping: estimate the subject-specific parame-
ters using values of all biomarkers and visits.

{α̂(l)
i , β̂

(l)
i } = min

(j,k)∈Ni

∑
j,k

wiρ

(
yi,j,k−f(αiti,j+βi;θ̂

(l)
k )

σk

)
, (2)

where Ni corresponds to the number of measurements
among all biomarkers and visits available for the i-th sub-
ject. This way, in contrast to Jedynak et al. (2012, 2015),
biomarkers are fitted jointly. The degrees of freedom of the
fit is equal to

∑
k(Nk−|θk|)−2I , whereNk is the number

of measurements among all subjects and visits available for
the k-th biomarker, |θk| denotes the number of biomarker-
specific parameters for the k-th biomarker, and I is the
number of subjects. Therefore, the algorithm can be ap-
plied in case the data contains more than

∑
k |θk| + 2I

points, and if any subject has at least two distinct points
considering all biomarkers and visits.

The utilized maximum likelihood-type functions for ro-
bust regression (Holland and Welsch, 1977; Pennacchi,
2008) are described in Table 2. These estimators attempt
to diminish the influence of the outliers while fitting curves.
In general, M-estimators use a tuning parameter called τ
to scale the functions as τ2ρ(r/τ) in order to yield 95%
asymptotic efficiency with respect to the standard normal
distribution. The corresponding tuning constants for the
utilized functions are also reported in Table 2.

Finally, the obtained DPSs are standardized with respect
to the scores of the available cognitively normal visits of
subjects in order to calibrate all biomarker trajectories in

different experiments. This process removes the mean of
the normal visits’ distribution of DPSs and scales the range
to give a better intuition of timing of disease progression
in the course of AD. In this case, it would be necessary to
properly update the parameters as

si,j = (si,j − µcn) /σcn ,
αi = αi/σcn ,

βi = (βi − µcn) /σcn ,
bk = σcnbk ,

ck = (ck − µcn) /σcn ,

where µcn and σcn are the mean and standard deviation
of the DPSs in the available cognitively normal visits of
subjects, respectively.

2.3. Biomarker value prediction

Biomarker values can be predicted using the fitted model
parameters. Age mapping part of the proposed algorithm
is applied to estimate the subject-specific parameters using
Equation (2) based on the values of those biomarkers of
the test subject that have available estimated biomarker-
specific parameters in the fitted model. Next, biomarker
values are predicted as f(si,j ;θk) using the estimated test
DPSs where f(·) is the logistic function applied to model
fitting.

2.4. Clinical status classification

In order to predict the clinical status of test subjects per
visit, kernel density estimation (KDE) (Parzen, 1962) is
used to fit the likelihoods of cognitively normal, cognitively
impaired, and AD groups in a nonparametric way. Assume
that (s1, s2, . . . , sN ) is a set of N i.i.d. DPSs sampled
from an unknown distribution with density function p(s|ci),
where ci denotes the i-th class label. KDE is expressed as

p̂(s|ci) =
1

Nw

N∑

n=1

K

(
s− sn
w

)
,

where K(·) is a smooth (kernel) function with a smoothing
bandwidth w > 0. Here, the Gaussian kernel is used as the
smoothing function.

The clinical status is classified based on the DPSs with
a Bayesian classifier that uses the KDE-based fitted likeli-
hoods as

p(ci|s) =
p(ci)p(s|ci)∑
i
p(ci)p(s|ci)

,
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where p(ci) is the data-driven prior probability for the i-th
class, p(ci|s) is the posterior probability for predicting the
test DPS that belongs to the class ci, and the term in the
denominator specifies the evidence and can be dropped
because the maximum a posteriori estimation is used for
classification.

3. Experimental setup

3.1. Data

The data used in this work is obtained from the ADNI
and the NACC databases.

3.1.1. ADNI
The ADNI was launched in 2003 as a public-private part-

nership, led by principal investigator Michael W. Weiner,
MD. The primary goal of ADNI has been to test whether
serial MRI, PET, other biological markers, and clinical
and neuropsychological assessment can be combined to
measure the progression of mild cognitive impairment and
early Alzheimer’s disease. We use The Alzheimer’s Dis-
ease Prediction Of Longitudinal Evolution (TADPOLE)
challenge dataset (Marinescu et al., 2018) that includes
the three ADNI phases ADNI 1, ADNI GO, and ADNI
2. This dataset contains measurements from brain MRI,
PET, CSF, cognitive tests, and demographics, and genetic
information.

The labels cognitively normal (CN), significant mem-
ory concern (SMC), and normal (NL) are merged under
CN; mild cognitive impairment (MCI), early MCI (EMCI),
and late MCI (LMCI) under MCI; and AD and dementia
under AD. In addition, subjects converting from one clin-
ical status to another, e.g., MCI-to-AD, are assigned the
latter label (AD in this example). The utilized ADNI data
includes T1-weighted brain MRI volumes of ventricles,
hippocampus, whole brain, fusiform, and entorhinal cortex,
PET scan measures of fludeoxyglucose (FDG-PET) and
florbetapir (AV45-PET), CSF measures of Amyloid beta,
total tau, and phosphorylated tau, as well as the cognitive
tests of clinical dementia rating sum of boxes (CDR-SB),
Alzheimer’s disease assessment scale 13 items (ADAS-13),
mini-mental state examination (MMSE), functional activi-
ties questionnaire (FAQ), Montreal cognitive assessment
(MOCA), and Rey auditory verbal learning test of imme-
diate recall (RAVLT-IR). Detailed information about the
utilized biomarkers can be found in Table 7.

3.1.2. NACC
The NACC, established by the National Institute on Ag-

ing of the National Institutes of Health in 1999, has been

developing a large database of standardized clinical and
neuropathological data from both exploratory and explana-
tory Alzheimer’s disease research (Beekly et al., 2007).
The data has been collected from different Alzheimer’s
disease centers across the United States and among others
contains measurements from different modalities such as
MRI, PET, and cognitive tests.

Labels with numerical cognitive status of one (normal
cognition) and two (impaired-not-MCI) are merged under
CN, and cognitive status of three (MCI) and four (De-
mentia) are set to MCI and AD, respectively. It should
be noted that we only keep subjects with primary etio-
logic diagnosis of normal, AD, or missing. This is to
exclude subjects diagnosed with other types of dementia,
non-neurodegenerative disease, or a non-neurological con-
dition. The used NACC data includes T1-weighted brain
MRI volumes of hippocampus and whole brain, and the
cognitive tests of MMSE, MOCA, FAQ (sum of the 10-
item scores), and CDR-SB using the CDR R© Dementia
Staging Instrument.

3.1.3. Data filtering

For our analysis, in each of the ADNI and NACC
datasets, measurements outside known biomarker ranges,
e.g., RAVLT-IR < 0, are rejected and assumed as miss-
ing values. The volumetric MRI outliers observed in the
ADNI dataset are removed by assuming intracranial vol-
ume (ICV) estimates that are proportionally smaller than
estimated corresponding MRI measurements, i.e., MRI /
ICV > 1, as missing values.

Clinical follow-up visits with reverting clinical diag-
noses are removed per subject considering the neighbor-
ing visits. In the ADNI dataset, clinical follow-up vis-
its with wrongly ordered dates are discarded per subject.
Also, MRI, PET, and CSF measurements that are already
matched to the cognitive visits with any extreme time gaps
are excluded. The acceptable time gap is obtained based on
the data statistics and is set to three months. In the NACC
dataset, we perform the matching of MRI and clinical vis-
its. However, due to the relatively smaller sample size in
NACC compared with ADNI, matches more than three
months apart are kept and treated as two distinct visits. In
this analysis, we assign a missing clinical status for any
MRI visits that do not fall within the 3-month window.

In order to be able to apply the proposed method, mea-
surements and clinical diagnoses with missing date infor-
mation per visit are set to missing values, and subjects with
less than two distinct visits are omitted. This results in 219
ADNI subjects and 151 NACC subjects being excluded.
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Table 3: Demographics of the obtained datasets after filtering across visits.

clinical status age, year education, year MMSE

(mean±SD) (mean±SD) (mean±SD)

CN 76.93±6.03 15.76±2.92 29.05±1.20

MCI 75.07±7.67 15.80±2.90 27.43±2.26

AD 76.47±7.51 15.80±2.90 21.61±4.61A
D

N
I

Missing 74.44±7.87 16.10±2.64 27.34±3.07

CN 79.06±7.34 13.76±4.00 28.46±1.71

MCI 80.83±8.57 13.79±4.03 25.32±3.03

AD 81.09±8.14 13.73±4.08 19.60±5.11N
A

C
C

Missing 78.88±11.69 13.56±4.69 28.29±2.36

Note that missing clinical status after filtering is indicated as ‘Missing’.

Table 4: Statistics of the visits per dataset after filtering.

# visits per clinical status # visits per subject visit interval, year # measurements per subject

CN MCI AD Missing (mean±SD) (mean±SD) (mean±SD)

ADNI 2,285 3,850 2,064 899 5.99±2.37 0.74±0.43 58.60±23.38

NACC 1,140 205 318 9 7.00±2.91 1.15±0.37 21.61±9.03

3.1.4. The obtained study population
After filtering the data, the utilized 16 ADNI biomark-

ers are acquired from 1,518 subjects (854 males and 664
females) in 9,098 visits between August 2005 and May
2017, and the six NACC biomarkers are acquired from
239 subjects (75 males and 164 females) in 1,672 visits
between October 2005 and July 2018. All subjects in both
datasets have at least one cognitive test. In the NACC
data, 203 subjects underwent MRI imaging while in the
ADNI data, 1,515 and 1,220 subjects underwent MRI and
PET imaging, respectively, and 1,088 subjects have CSF
measures. Table 3 and Table 4 summarize statistics of
the demographics and measurements in the two datasets
after data filtering. Note that both datasets include missing
values and missing clinical status, the latter indicated as
‘Missing’.

3.1.5. Data preprocessing
In the ADNI dataset, the volumetric measurements

were obtained using two different versions of the public
FreeSurfer software package (Fischl et al., 2002), and in
the NACC dataset, they were calculated using IDeA Lab
following ADNI protocols. Therefore, the MRI measure-
ments need to be corrected for FreeSurfer version (Gro-

nenschild et al., 2012), software package, and hence for
different cohorts (ADNI-NACC). In addition, biological
difference in brain size hinders direct utilization of MRI
measurements for disease progression estimation. Total
intracranial volume (TIV) or ICV is a commonly used
measure for normalization to correct for head size. To
overcome both aforementioned problems of difference in
cohort/software (version) and head size, we employ the
residual approach (O’Brien et al., 2011) based on the anal-
ysis of covariance, which takes data from control groups
and linearly regresses MRI volumes on their corresponding
ICV as a covariate of interest. The corrected measurements
can thus be calculated as the estimated residuals R̂ of the
volumes using the regression parameters obtained from the
control data as

R̂i,j,k,v = ROIi,j,k,v −
[
β̂cnk,v + α̂cnk,vICVi,j,k,v

]
,

where ROIi,j,k,v is the k-th MRI volume for subject i at
visit j calculated (observed) using software or software
version v, ICV is the corresponding intracranial volume,
and β̂cn and α̂cn are the intercept and slope of the regres-
sion estimated from the CN group. Finally, the estimated
residuals are standardized per cohort/software (version) so
that all variables have zero mean and unit variance.
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Figure 3: An illustration of data partitioning and evaluation approaches. The values in the tables indicate the within-class ratio of the sampled data.

3.1.6. Data partitioning and bootstrapping
To evaluate the algorithms, each of the ADNI and NACC

datasets is partitioned into two non-overlapping sets for
training and testing. To be more specific, based on the
first and last available diagnoses of subjects, i.e., CN-CN,
CN-MCI, ..., AD-AD, we divide each of these types of
pairs into two groups including few and many visits using
the median number of visits as threshold and randomly
select 20% of the subjects from each group for testing.
The stratified data partitioning (Liu and Cocea, 2017) is
required for training the classifier since the utilized data
from both cohorts are imbalanced as shown in Table 4.

Additionally, bootstrapping is used in the experiments
for uncertainty quantification of the estimates, and in each
bootstrap, a subset of the training subjects is randomly
sampled with replacement based on the first and last avail-
able pair of diagnoses and the number of available visits
per subject, to make sure each bootstrap sampling contains
data from any diagnostic status and sequence lengths. The
unused subjects are assigned for validation (Tsamardinos
et al., 2018) and account for 1/e ≈ 0.37 of the subjects
where e is the base of the natural logarithm. This also
means that the estimated variance using the bootstrapped
model will account for approximately 63% of the total
variance. Figure 3 depicts an illustration of the data parti-
tioning and evaluation approaches.

3.2. Evaluation metrics
Robust Bayesian information criterion (BIC) is used as

a criterion for model selection among the robust models
(Machado, 1993). The criterion is penalized with the num-
ber of parameters to avoid overfitting, where the model
with the lowest BIC is preferred, and it is defined as

BIC = 2E
(Lopt)
train +Q ln(N) ,

where E(Lopt)
train is the training loss at the optimum itera-

tion number Lopt obtained through biomarker fitting using

Equations (1) and (2), N is the total number of measure-
ments, and Q is the total number of parameters which is
equal to

∑
k |θk|+ 2I .

The mean absolute error (MAE) is used to assess the
modeling performance as a measure less sensitive to out-
liers (Chai and Draxler, 2014). It is calculated based on the
absolute differences between actual and estimated values
as follows

MAE =
1

Nk

∑

(i,j)∈Nk

∣∣yi,j,k − f(si,j ;θk)
∣∣ ,

where Nk is the number of measurements among all sub-
jects and visits available for the k-th biomarker, and yi,j,k
and f(si,j ;θk) are the ground-truth and estimated values
of the k-th biomarker for the i-th subject at the j-th visit.
Absolute errors of different biomarkers can be normalized
with the corresponding standard deviation of the biomark-
ers and averaged across all normalized biomarkers to ob-
tain a single performance measure called normalized MAE
(NMAE). The modeling performance of two different meth-
ods is statistically compared using the paired, two-sided
Wilcoxon signed-rank test (Wilcoxon, 1945) applied to the
NMAEs obtained from different bootstraps.

Additionally, multiclass area under the receiver oper-
ating characteristic (ROC) curve (AUC) (Hand and Till,
2001) is used to measure the diagnostic performance in
a multiclass test set and is calculated using the posterior
probabilities as

AUC = 1
(nc(nc−1))

nc−1∑
i=1

nc∑
k=i+1

1
nink

[
SRi − ni(ni+1)

2 + SRk − nk(nk+1)
2

]
,

where nc is the number of distinct classes, ni denotes
the number of available observations belonging to the
i-th class, and SRi is the sum of the ranks of poste-
riors p(ci|si) after sorting all concatenated posteriors
{p(ci|si), p(ci|sk)} in an ascending order, where si and
sk are vectors of DPSs belonging to the true classes ci and
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ck, respectively. Likewise, SRk is the sum of the ranks of
posteriors p(ck|sk) after sorting all concatenated posteriors
{p(ck|sk), p(ck|si)} in an ascending order.

3.3. Initialization of the algorithm and optimization

Since the fitting algorithm is iteratively performed using
an alternating approach starting from values optimized in
the previous step, initialization is an important step for
efficiently reaching the optimum. We initially set α(0) and
β(0) to 1 and 0, respectively. Moreover, we initialize the
slope of the trajectories (λ) to either −1 or 1 depending
on the diagnoses. A positive slope is considered when
the average of the k-th biomarker’s values for cognitively
normal visits is less than that for AD visits and vice versa.

Next, the parameters of the logistic functions are initially
estimated as γk = 1, ck = 0, and bk = 4λk/(ak − dk),
where dk and ak are the minimum and maximum of the
k-th biomarker’s values, respectively, provided that the
slope λk is positive, and vice versa if the slope is negative.
Finally, we repeat the alternating procedure using the lo-
gistic functions and the trust-region algorithm (Coleman
and Li, 1996) considering robust estimators for at most 50
iterations.

3.4. Stopping criteria

To avoid overfitting, the optimal parameter values are
selected according to the optimum generalization loss ob-
tained using the following criteria (Prechelt, 1998)

{α̂, β̂, θ̂} = min
Lmin≤l≤Lmax

E
(l)
valid ,

where E(l)
valid is the validation loss at the l-th iteration ob-

tained through biomarker fitting using Equations (1) and
(2). The minimum number of iterations, Lmin, is set to
10 to allow for enough training progress. The maximum
number of iterations, Lmax, is set to 50. This avoids un-
necessary computations since it was empirically observed
that Evalid attained a minimum well within this iteration
range in all cases.

4. Results and discussion

4.1. Biomarker modeling

First, the proposed method is applied to model the dy-
namics of the ADNI biomarkers. Table 5 illustrates the
modeling performance (BIC) for ADNI training subsets ob-
tained from 100 bootstraps using different logistic and loss
functions. The combination of the modified Stannard func-
tion for biomarker fitting and the logistic loss achieve the

best modeling performance with both the lowest average
BIC and the smallest standard deviation and a validation
NMAE of 0.985± 0.029. This configuration will be used
in all the remaining experiments.

To further investigate the stability and robustness of
the model with the chosen configuration of logistic and
loss functions, we visualize the fitted trajectories for each
of the 100-bootstrap runs together with their average per
biomarker in Figure 4.

4.2. Temporal ordering of biomarkers

To indicate the timing and the dynamics of the differ-
ent biomarkers relative to each other, Figure 5 shows the
average curves scaled to [0, 1] using the estimated upper
and lower asymptotes per biomarker and superimposed in
the same figure. The distribution of the inflection points of
the biomarkers, quantified through bootstrapping, can be
used to see how biomarkers proceed in the course of AD
with respect to each other. The inflection point is consid-
ered a turning point at which the direction of biomarker
curvature changes. Figure 6 displays the temporal ordering
of the ADNI biomarkers based on the estimated inflec-
tion points. As can be seen, CSF and PET biomarkers, as
well as RAVLT-IR, precede all other biomarkers followed
by MRI biomarkers and cognitive tests. These findings
are in line with the results of Jedynak et al. (2012, 2015);
Young et al. (2015); Bilgel and Jedynak (2019). More in-
terestingly, RAVLT-IR starts becoming abnormal early in
the disease course which is consistent with several clini-
cal studies concluding that some cognitive tests including
RAVLT are significant predictors that can predict neurode-
generative changes up to 10 years before clinical diagnosis
(Tierney et al., 2005; Landau et al., 2010; Zandifar et al.,
2019). However, some of the MRI biomarkers such as
the ventricles and whole-brain are noisy measurements for
modeling the progression of AD in this dataset, as also
seen in Figure 6. It is important to note that the inflection
points are utilized to order the biomarkers in the disease
course. These points do not measure when the biomarkers
start becoming abnormal and hence, cannot be used for
early abnormality detection.

4.3. DPS distribution versus biomarker timing

Figure 7 shows the variance of the estimated inflec-
tion points per biomarker alongside the estimated class-
conditional likelihoods of the obtained DPSs from 100
bootstraps. As can be seen, there are moderate overlaps
between the DPS distributions of CN-MCI and MCI-AD
while the CN and AD groups can be discriminated easily.
Moreover, the estimated inflection points per biomarker
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are almost in line with those of the hypothetical model
by Jack Jr et al. (2010) that illustrates when biomarkers
are dynamic versus disease stages. Especially, inflection
points of the MRI biomarkers (brain structure) are mainly
located in the MCI stage while those of the cognitive tests
(memory), except for RAVLT-IR, lie on the AD stage.

4.4. Predicting biomarker values

The biomarker-specific parameters estimated using the
bootstrapped training set are applied to map the ages of
test individuals to DPSs using Equation (2). The obtained
DPSs are then fed to the estimated biomarker functions
in each bootstrap. Table 6 shows the test NMAEs of the
100-times bootstrapped ADNI dataset for the proposed
model and the analogous model by Jedynak et al. (2015)
that independently fits the basic sigmoid function using
an unconstrained, L2-norm loss function. The proposed
model significantly (p < 0.001) outperforms the analogous
model with an average NMAE of 0.991 vs. 1.552 and an
average BIC of 1.828×104 vs. 3.303×104. Table 7 shows
the average test MAE per biomarker across 100 bootstraps.

4.5. Classifying clinical status

To evaluate the diagnostic predictive performance,
the obtained training DPSs are used to estimate class-
conditional likelihood functions per bootstrap using KDE
and fed to a three-class Bayesian classifier with prior proba-
bilities proportional to the number of training observations
in each class. The classifiers, one for each bootstrap, are ap-
plied to the test DPSs estimated as described in Section 4.4
to compute the posterior probabilities of the clinical labels.
The proposed model achieves an AUC of 0.931± 0.004 in
classifying the clinical status of the test ADNI subjects per
visit, which reveals the effect of modeling on classification
performance.

The obtained posterior probabilities from the different
classifiers can be combined using ensemble learning tech-
niques to potentially improve prediction performance and
robustness (Kuncheva, 2014). For example, by fusing
the posteriors based on taking the average of the within-
class posteriors over an ensemble of models from different
bootstraps (bagging), the AUC of the proposed method
increases to 0.934.

4.6. Comparison with state-of-the-art results

In order to fairly compare our results with those of state-
of-the-art methods, we apply the proposed method to the
TADPOLE training and test subsets of D1 and D2 using the
same 16 ADNI biomarkers. The proposed model achieves
an average AUC of 0.937 which is on a par with the best
performance of TADPOLE with an average AUC of 0.931
(Marinescu et al., 2020). Besides, our obtained average
MAE of 3.93 for ADAS-13 outperforms the best reported
result with an average MAE of 4.70. However, the pro-
posed model does not perform well on the normalized
ventricles compared to the best reported result with an
average MAE of 0.0086 vs.0.0041.

Next, we employ the same ADNI data splits and
biomarkers as used by Bilgel and Jedynak (2019) and make
a head-to-head comparison with the results reported in the
aforementioned study. This also enables a head-to-head
comparison with both Li et al. (2019) and Lorenzi et al.
(2017) based on their results reported by Bilgel and Jedy-
nak (2019). To do so, biomarker trajectories need to be de-
scribed as a function of time-from-AD-conversion. Hence,
inspired by Bilgel and Jedynak (2019), we select any sub-
jects converting to AD and calculate the time from AD
conversion using the difference between the visiting age
and the age at which the first AD status is diagnosed. The
corresponding DPSs are then mapped to the obtained times

Table 5: Modeling performance as BIC (mean±SD) ×104 for the 100-times bootstrapped ADNI training subsets using different logistic and
loss functions.

PPPPPPPPPPPP

Logistic
function

Loss function
L2 L1-L2 Logistic Modified Huber Cauchy-Lorentz

Verhulst 2.090±0.039 1.901±0.028 1.830±0.027 1.836±0.027 1.925±0.029

Gompertz 2.101±0.042 1.902±0.028 1.831±0.027 1.836±0.027 1.927±0.029

Richards 2.077±0.038 1.899±0.028 1.829±0.027 1.835±0.027 1.924±0.029

Modified Stannard 2.077±0.038 1.898±0.028 1.828±0.026 1.834±0.027 1.924±0.028

The best result is shown in boldface and its corresponding configuration is selected for the remaining experiments.
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Figure 4: Estimated curves per bootstrap (in gray) for the ADNI biomarkers using the modified Stannard function and the logistic loss. The average
of the bootstrapped curves per biomarker is shown as the black curve.

from the AD conversion of the selected subjects using a
linear regression model. These estimates can later be used
to calculate the time-from-AD-conversion for any subjects
visits using the estimated DPSs. Since the time-from-AD-
conversion is a linear function of DPS, i.e., m̂0 + m̂1si,j ,
we can adjust the biomarker parameters as bk = bk/m̂1

and ck = m̂0 + m̂1ck to obtain biomarker trajectories as
a function of time-from-AD-conversion. The obtained re-

sults indicate that the proposed model outperforms Bilgel
and Jedynak (2019) with a root-mean-square-error of 0.68
vs. 1.48; yet it has a larger maximum absolute error (4.20
vs. 3.79).

4.7. Generalizability across cohorts

As the final set of experiments, the generalizability of
the proposed model to an independent cohort is assessed
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(a) The entire trajectory of all biomarkers.
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(b) A zoom on the DPS axis showing the most dynamic area.

Figure 5: The average of the normalized curves of the ADNI biomarkers across 100 bootstraps.
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Figure 6: Temporal ordering of the ADNI biomarkers in the disease
course obtained using inflection points and quantified through 100 boot-
straps. The values in the matrix represent the frequency of occurrences
(probabilities) and the units in the x-axis indicate the relative ordering
of the biomarkers.

using the NACC data, as seen in Figure 3. First, the same
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Figure 7: Estimated class-conditional likelihoods using the DPSs ob-
tained from 100 ADNI-trained bootstraps. The box plots indicate the
25th to 75th percentiles of the estimated inflection points per biomarker,
centrally marked with the median, and they are extended to the most
extreme non-outlier inflection points using dashed lines.

configuration of logistic function and M-estimator, i.e., the
modified Stannard and logistic loss is applied to model
the progression of AD within NACC. Figure 8 depicts the
modeled NACC biomarkers for 100 bootstraps. Second,
the optimal model previously trained on ADNI is utilized

Table 6: Test modeling performance of different methods as NMAE (mean±SD) for ADNI and NACC biomarkers. Note that ADNI has 16
biomarkers while NACC has only 6 biomarkers in common between the two datasets. All the NMAEs are significantly different (p < 0.001).

Within cohort Across cohort

Method ADNI NACC ADNI to NACC

Jedynak et al. (2015) 1.552±0.069 1.040±0.210 2.665±0.311

The proposed method 0.991±0.023 0.833±0.061 1.182±0.087
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Figure 8: Estimated curves per bootstrap (in gray) for the NACC biomarkers using the modified Stannard function and the logistic loss. The average
of the bootstrapped curves per biomarker is shown as the black curve. The last subfigure shows the average of the normalized curves of the NACC
biomarkers across 100 bootstraps.

to predict the NACC test measurements using the estimates
of the common ADNI-NACC biomarkers, i.e., CDR-SB,
MMSE, FAQ, MOCA, hippocampus, and whole brain.
Table 6 compares the modeling performance of the ADNI-
trained and NACC-trained models applied to the NACC
test set. As it can be noticed from the obtained results,
the previously selected configuration for training ADNI
data is also a good choice when applied to NACC data.
Moreover, the proposed model significantly (p < 0.001)
outperforms the analogous model of Jedynak et al. (2015)
in all cases. Additionally, modeling performance of the
proposed method degrades less than that of the analogous
model of Jedynak et al. (2015) when applying the ADNI-
trained model to the NACC test set, which indicates the
generalizability of the proposed method across cohorts.

It should be noted that the utilized NACC subset have
fewer biomarkers and measurements than the used ADNI
subset, and the data from both cohorts are imbalanced as
shown in Table 4. The ADNI data has much more MCI
subjects, that are known to be a heterogeneous group and
thereby are more noisy samples. On the other hand, the
NACC data has more subjects as cognitively normal than
the other groups which are known to be a more homoge-
neous group and thereby less noisy samples. Additionally,
as shown in Table 3, NACC has more severe AD (lower
MMSE) cases than ADNI, which could help with better

modeling of the data in the disease course. These could be
the reasons why the within cohort NACC performs better
than the within cohort ADNI.

Furthermore, domain adaptation of multiple sources and
cohorts is a quite challenging problem in machine learn-
ing and healthcare (Wachinger and Reuter, 2016). Even
though a preprocessing step is used to adjust/standardize
the utilized datasets in Section 3.1.5, it is expected that a
model trained on (noisy ADNI) data applied to (NACC)
data with fewer biomarkers and measurements acquired
from different sources/tools than that of training would
result in a less accurate performance than when is applied
to data from the same source. In general, it can be de-
duced from Table 6 that both the proposed method and the
analogous model of Jedynak et al. (2015) experience the
same pattern in performance in all cases. That is, better
performance within NACC compared to within ADNI, and
performance drop across cohorts. This also indicates that
it is likely cohort properties, not model properties, that are
the reason for the performance drop.

We also apply the ADNI and NACC trained classifiers
to the estimated test NACC DPSs to classify the clinical
status per subject per visit. The proposed method achieves
AUCs of 0.929 ± 0.012 and 0.928 ± 0.016, respectively.
This reveals that diagnostic performance improves when
applying the ADNI-trained model to the NACC test set.

14

                  



Table 7: Detailed information about the utilized ADNI biomarkers.

Biomarker Interpretation Unit Range Inflection point Test MAE

(median) (mean)

CDR-SB The sum of scores of six sets of
questions. Lower values indicate
less cognitive dysfunction.

Cognitive score [0, 18] 3.003 0.562

ADAS-13 The sum of scores of 13 itemized
tasks. Lower values indicate less
cognitive dysfunction.

Cognitive score [0, 85] 3.596 4.236

MMSE The sum of scores of a set of
questions. Lower values indicate
more cognitive dysfunction.

Cognitive score [0, 30] 3.552 1.506

FAQ The sum of scores of 10 sets of
questions. Lower values indicate
less cognitive dysfunction.

Cognitive score [0, 30] 2.264 1.415

MOCA The sum of scores of 30 ques-
tions. Lower values indicate
more cognitive dysfunction.

Cognitive score [0, 30] 3.363 2.154

RAVLT-IR The sum of scores from five tri-
als in remembering a list of 15
words immediately after each
trial. Lower values indicate more
cognitive dysfunction.

Cognitive score [0, 75] 1.600 5.983

CSF amyloid-beta The concentration level of brain
beta-amyloid protein. Lower val-
ues indicate more concentration.

Picograms per
milliliter

(0,∞) 1.591 374.4

CSF total tau and
phosphorylated tau

The concentration level of neu-
rofibrillary tangles of brain tau
protein. Lower values indicate
less concentration.

Picograms per
milliliter

(0,∞) 1.811
1.600

95.19
10.10

FDG-PET The regional cerebral metabolic
rate of glucose. Lower values in-
dicate less activity.

Standardized up-
take value ratio

(0,∞) 2.995 0.104

AV45-PET The cerebral amyloid deposition.
Lower values indicate less depo-
sition.

Standardized up-
take value ratio

(0,∞) 1.591 0.151

Adjusted T1-
weighted brain
MRI volumes of
ventricles, hip-
pocampus, whole
brain, fusiform, and
entorhinal cortex

The regional brain atrophies. Ex-
cept in the case of ventricles,
lower values indicate more atro-
phy.

Standardized
volume residual

(−∞,∞) 2.385
1.600
2.328
1.973
2.461

0.899
0.791
0.716
0.883
0.789
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5. Conclusions

In this paper, a robust parametric model of Alzheimer’s
disease progression was proposed based on alternating M-
estimation using the logistic loss to address potential curve-
fitting problems such as outliers. The proposed method
linearly transformed individuals’ ages to disease progres-
sion scores and jointly fitted modified Stannard functions
to the longitudinal dynamics of biomarkers. The estimated
parameters were then used to temporally order the biomark-
ers in the disease course and to predict biomarker values
as well as to classify the clinical status per subject visit in
an independent test set. The obtained results showed the
superiority of the proposed method over the state-of-the-art
results in terms of prediction performance, and this method
generalizes well across cohorts.

The proposed approach can be applied to different time-
series data including missing data points and labels, or
to biomarkers with other characteristics than the mono-
tonic behavior that one typically encounters in, for exam-
ple, neurodegenerative disease progression modeling using
MRI/PET biomarkers, as long as suitable functions are
used for biomarker modeling. Moreover, as an alterna-
tive to using M-estimators, resistant estimators such as the
least trimmed sum of squares and least median of squares
(Rousseeuw and Leroy, 1987) with higher breakdown
points can be used to fit biomarker trajectories. Though,
this will result in an additional parameter to be optimized
for the coverage (range) needed for trimming the residuals.

6. Data and code availability

To facilitate future research in disease progression mod-
eling and comparison with the current study, all the source
codes and data splits, including each bootstrap split, are
available online as RPDPM. This study utilized data from
the publicly available ADNI Database and data from the
freely available NACC Database.

Disclosures

M. Nielsen is a shareholder in Biomediq A/S and Cere-
briu A/S. A. Pai is a shareholder in Cerebriu A/S. The
remaining authors report no disclosures.

Acknowledgments

This project has received funding from the European
Union’s Horizon 2020 research and innovation programme
under the Marie Skłodowska-Curie grant agreement No
721820.

ADNI acknowledgments–Data collection and sharing for
this project was funded by the Alzheimer’s Disease Neu-
roimaging Initiative (ADNI) (National Institutes of Health
Grant U01 AG024904) and DOD ADNI (Department of
Defense award number W81XWH-12-2-0012). ADNI is
funded by the National Institute on Aging, the National
Institute of Biomedical Imaging and Bioengineering, and
through generous contributions from the following: Ab-
bVie, Alzheimer’s Association; Alzheimer’s Drug Dis-
covery Foundation; Araclon Biotech; BioClinica, Inc.;
Biogen; Bristol-Myers Squibb Company; CereSpir, Inc.;
Cogstate; Eisai Inc.; Elan Pharmaceuticals, Inc.; Eli Lilly
and Company; EuroImmun; F. Hoffmann-La Roche Ltd.
and its affiliated company Genentech, Inc.; Fujirebio; GE
Healthcare; IXICO Ltd.; Janssen Alzheimer Immunother-
apy Research & Development, LLC.; Johnson & Johnson
Pharmaceutical Research & Development LLC.; Lumos-
ity; Lundbeck; Merck & Co., Inc.; Meso Scale Diagnos-
tics, LLC.; NeuroRx Research; Neurotrack Technologies;
Novartis Pharmaceuticals Corporation; Pfizer Inc.; Pira-
mal Imaging; Servier; Takeda Pharmaceutical Company;
and Transition Therapeutics. The Canadian Institutes of
Health Research is providing funds to support ADNI clini-
cal sites in Canada. Private sector contributions are facili-
tated by the Foundation for the National Institutes of Health
(www.fnih.org). The grantee organization is the Northern
California Institute for Research and Education, and the
study is coordinated by the Alzheimer’s Therapeutic Re-
search Institute at the University of Southern California.
ADNI data are disseminated by the Laboratory for Neuro
Imaging at the University of Southern California.

TADPOLE acknowledgments–This work uses the TAD-
POLE data sets (https://tadpole.grand-challenge.org) con-
structed by the EuroPOND consortium (http://europond.eu)
funded by the European Union’s Horizon 2020 research
and innovation programme under grant agreement No
666992.

NACC acknowledgments–The NACC database is funded
by NIA/NIH Grant U01 AG016976. NACC data are con-
tributed by the NIAfunded ADCs: P30 AG019610 (PI Eric
Reiman, MD), P30 AG013846 (PI Neil Kowall, MD), P50
AG008702 (PI Scott Small, MD), P50 AG025688 (PI Allan
Levey, MD, PhD), P50 AG047266 (PI Todd Golde, MD,
PhD), P30 AG010133 (PI Andrew Saykin, PsyD), P50
AG005146 (PI Marilyn Albert, PhD), P50 AG005134 (PI
Bradley Hyman, MD, PhD), P50 AG016574 (PI Ronald
Petersen, MD, PhD), P50 AG005138 (PI Mary Sano,
PhD), P30 AG008051 (PI Thomas Wisniewski, MD), P30
AG013854 (PI M. Marsel Mesulam, MD), P30 AG008017
(PI Jeffrey Kaye, MD), P30 AG010161 (PI David Bennett,

16

                  



MD), P50 AG047366 (PI Victor Henderson, MD, MS),
P30 AG010129 (PI Charles DeCarli, MD), P50 AG016573
(PI Frank LaFerla, PhD), P50 AG005131 (PI James Brewer,
MD, PhD), P50 AG023501 (PI Bruce Miller, MD), P30
AG035982 (PI Russell Swerdlow, MD), P30 AG028383
(PI Linda Van Eldik, PhD), P30 AG053760 (PI Henry
Paulson, MD, PhD), P30 AG010124 (PI John Trojanowski,
MD, PhD), P50 AG005133 (PI Oscar Lopez, MD), P50
AG005142 (PI Helena Chui, MD), P30 AG012300 (PI
Roger Rosenberg, MD), P30 AG049638 (PI Suzanne
Craft, PhD), P50 AG005136 (PI Thomas Grabowski, MD),
P50 AG033514 (PI Sanjay Asthana, MD, FRCP), P50
AG005681 (PI John Morris, MD), P50 AG047270 (PI
Stephen Strittmatter, MD, PhD).

References

Beekly, D.L., Ramos, E.M., Lee, W.W., Deitrich, W.D., Jacka, M.E.,
Wu, J., Hubbard, J.L., Koepsell, T.D., Morris, J.C., Kukull, W.A.,
et al., 2007. The National Alzheimer’s Coordinating Center (NACC)
database: the uniform data set. Alzheimer Dis. Assoc. Disord. 21,
249–258.

Biagioni, M.C., Galvin, J.E., 2011. Using biomarkers to improve
detection of Alzheimer’s disease. Neurodegener. Dis. Manag. 1,
127–139.

Bilgel, M., Jedynak, B.M., 2019. Predicting time to dementia using a
quantitative template of disease progression. Alzheimer’s & Demen-
tia: Diagnosis, Assessment & Disease Monitoring 11, 205–215.

Bilgel, M., Prince, J.L., Wong, D.F., Resnick, S.M., Jedynak, B.M.,
2016. A multivariate nonlinear mixed effects model for longitudinal
image analysis: application to amyloid imaging. NeuroImage 134,
658–670.

Chai, T., Draxler, R.R., 2014. Root mean square error (RMSE) or mean
absolute error (MAE)? – Arguments against avoiding RMSE in the
literature. Geosci. Model Dev. 7, 1247–1250.

Coleman, T.F., Li, Y., 1996. An interior trust region approach for
nonlinear minimization subject to bounds. SIAM J. Optim. 6, 418–
445.

Ewers, M., Sperling, R.A., Klunk, W.E., Weiner, M.W., Hampel, H.,
2011. Neuroimaging markers for the prediction and early diagnosis
of Alzheimer’s disease dementia. Trends Neurosci. 34, 430–442.

Fischl, B., Salat, D.H., Busa, E., Albert, M., Dieterich, M., Haselgrove,
C., Van Der Kouwe, A., Killiany, R., Kennedy, D., Klaveness, S.,
Montillo, A., Makris, N., Rosen, B., Dale, A.M., 2002. Whole brain
segmentation: automated labeling of neuroanatomical structures in
the human brain. Neuron 33, 341–355.

Fonteijn, H.M., Modat, M., Clarkson, M.J., Barnes, J., Lehmann, M.,
Hobbs, N.Z., Scahill, R.I., Tabrizi, S.J., Ourselin, S., Fox, N.C.,
et al., 2012. An event-based model for disease progression and its
application in familial Alzheimer’s disease and Huntington’s disease.
NeuroImage 60, 1880–1889.

Ghazi, M.M., Nielsen, M., Pai, A., Cardoso, M.J., Modat, M., Ourselin,
S., Sørensen, L., 2019. Training recurrent neural networks robust
to incomplete data: application to Alzheimer’s disease progression
modeling. Med. Image Anal. 53, 39–46.

Gompertz, B., 1825. On the nature of the function expressive of the law
of human mortality, and on a new mode of determining the value of
life contingencies. Philos. Trans. R. Soc. London , 513–583.

Gronenschild, E.H., Habets, P., Jacobs, H.I., Mengelers, R., Rozendaal,
N., Van Os, J., Marcelis, M., 2012. The effects of FreeSurfer ver-
sion, workstation type, and Macintosh operating system version on
anatomical volume and cortical thickness measurements. PloS One
7, e38234.

Guerrero, R., Schmidt-Richberg, A., Ledig, C., Tong, T., Wolz,
R., Rueckert, D., 2016. Instantiated mixed effects modeling of
Alzheimer’s disease markers. NeuroImage 142, 113–125.

Hand, D.J., Till, R.J., 2001. A simple generalisation of the area under
the ROC curve for multiple class classification problems. Mach.
Learn. 45, 171–186.

Holland, P.W., Welsch, R.E., 1977. Robust regression using iteratively
reweighted least-squares. Commun. Stat. Theory Methods 6, 813–
827.

Huber, P.J., 2004. Robust Statistics. volume 523. John Wiley & Sons.
Jack Jr, C.R., Knopman, D.S., Jagust, W.J., Petersen, R.C., Weiner,

M.W., Aisen, P.S., Shaw, L.M., Vemuri, P., Wiste, H.J., Weigand,
S.D., et al., 2013. Tracking pathophysiological processes in
Alzheimer’s disease: an updated hypothetical model of dynamic
biomarkers. Lancet Neurol. 12, 207–216.

Jack Jr, C.R., Knopman, D.S., Jagust, W.J., Shaw, L.M., Aisen, P.S.,
Weiner, M.W., Petersen, R.C., Trojanowski, J.Q., 2010. Hypotheti-
cal model of dynamic biomarkers of the Alzheimer’s pathological
cascade. Lancet Neurol. 9, 119–128.

Jedynak, B.M., Lang, A., Liu, B., Katz, E., Zhang, Y., Wyman, B.T.,
Raunig, D., Jedynak, C.P., Caffo, B., Prince, J.L., 2012. A compu-
tational neurodegenerative disease progression score: method and
results with the Alzheimer’s Disease Neuroimaging Initiative cohort.
NeuroImage 63, 1478–1486.

Jedynak, B.M., Liu, B., Lang, A., Gel, Y., Prince, J.L., 2015. A compu-
tational method for computing an Alzheimer’s disease progression
score; experiments and validation with the ADNI data set. Neurobiol.
Aging 36, S178–S184.

Kuncheva, L.I., 2014. Combining pattern classifiers: methods and
algorithms. John Wiley & Sons.

Landau, S., Harvey, D., Madison, C., Reiman, E., Foster, N., Aisen,
P., Petersen, R.C., Shaw, L., Trojanowski, J., Jack, C., et al., 2010.
Comparing predictors of conversion and decline in mild cognitive
impairment. Neurol. 75, 230–238.

Li, D., Iddi, S., Thompson, W.K., Donohue, M.C., 2019. Bayesian
latent time joint mixed effect models for multicohort longitudinal
data. Stat. Methods Med. Res. 28, 835–845.

Liu, H., Cocea, M., 2017. Semi-random partitioning of data into training
and test sets in granular computing context. Granular Comput. 2,
357–386.

Lorenzi, M., Filippone, M., Frisoni, G.B., Alexander, D.C., Ourselin,
S., 2017. Probabilistic disease progression modeling to character-
ize diagnostic uncertainty: application to staging and prediction in
Alzheimer’s disease. NeuroImage 190, 56–68.

Machado, J.A., 1993. Robust model selection and M-estimation. Econo-
metric Theory 9, 478–493.

Marinescu, R.V., Oxtoby, N.P., Young, A.L., Bron, E.E., Toga, A.W.,
Weiner, M.W., Barkhof, F., Fox, N.C., Eshaghi, A., Toni, T., et al.,
2020. The Alzheimer’s disease prediction of longitudinal evolu-
tion (TADPOLE) challenge: results after 1 year follow-up. CoRR
abs/2002.03419.

Marinescu, R.V., Oxtoby, N.P., Young, A.L., Bron, E.E., Toga, A.W.,
Weiner, M.W., Barkhof, F., Fox, N.C., Klein, S., Alexander, D.C.,
2018. TADPOLE challenge: prediction of longitudinal evolution in
Alzheimer’s disease. CoRR abs/1805.03909.

O’Brien, L.M., Ziegler, D.A., Deutsch, C.K., Frazier, J.A., Herbert,
M.R., Locascio, J.J., 2011. Statistical adjustments for brain size

17

                  



in volumetric neuroimaging studies: some practical implications in
methods. Psychiatry Res.: Neuroimaging 193, 113–122.

Oxtoby, N.P., Alexander, D.C., 2017. Imaging plus X: multimodal
models of neurodegenerative disease. Curr. Opin. Neurol. 30, 371.

Oxtoby, N.P., Young, A.L., Fox, N.C., Daga, P., Cash, D.M., Ourselin,
S., Schott, J.M., Alexander, D.C., 2014. Learning imaging biomarker
trajectories from noisy Alzheimer’s disease data using a Bayesian
multilevel model, in: Bayesian and Graphical Models for Biomedical
Imaging, pp. 85–94.

Parzen, E., 1962. On estimation of a probability density function and
mode. Ann. Math. Stat. 33, 1065–1076.

Pennacchi, P., 2008. Robust estimate of excitations in mechanical
systems using M-estimators–theoretical background and numerical
applications. J. Sound Vib. 310, 923–946.

Petersen, R.C., Aisen, P., Beckett, L., Donohue, M., Gamst, A., Harvey,
D., Jack, C., Jagust, W., Shaw, L., Toga, A., Trojanowski, J., Weiner,
M., 2010. Alzheimer’s Disease Neuroimaging Initiative (ADNI):
clinical characterization. Neurol. 74, 201–209.

Prechelt, L., 1998. Early stopping–but when?, in: Neural Networks:
Tricks of the Trade, pp. 55–69.

Richards, F., 1959. A flexible growth function for empirical use. J. Exp.
Bot. 10, 290–301.

Rousseeuw, P.J., Leroy, A.M., 1987. Robust regression and outlier
detection. volume 1. Wiley Online Library.

Stannard, C., Williams, A., Gibbs, P., 1985. Temperature/growth rela-
tionships for psychrotrophic food-spoilage bacteria. Food Microbiol.
2, 115–122.

Tierney, M.C., Yao, C., Kiss, A., McDowell, I., 2005. Neuropsycholog-
ical tests accurately predict incident Alzheimer disease after 5 and
10 years. Neurol. 64, 1853–1859.

Tsamardinos, I., Greasidou, E., Borboudakis, G., 2018. Bootstrap-
ping the out-of-sample predictions for efficient and accurate cross-
validation. Mach. Learn. 107, 1895–1922.

Venkatraghavan, V., Bron, E.E., Niessen, W.J., Klein, S., 2019. Dis-
ease progression timeline estimation for Alzheimer’s disease using
discriminative event based modeling. NeuroImage 186, 518–532.

Verhulst, P., 1845. La loi d’accroissement de la population. Nouv. Mém.
de l’Academie Royale des Sci. et Belles-Lettres de Bruxelles 18,
1–41.

Wachinger, C., Reuter, M., 2016. Domain adaptation for Alzheimer’s
disease diagnostics. NeuroImage 139, 470–479.

Wilcoxon, F., 1945. Individual comparisons by ranking methods. Biom.
Bull. 1, 80–83.

Yau, W.Y.W., Tudorascu, D.L., McDade, E.M., Ikonomovic, S., James,
J.A., Minhas, D., Mowrey, W., Sheu, L.K., Snitz, B.E., Weissfeld, L.,
et al., 2015. Longitudinal assessment of neuroimaging and clinical
markers in autosomal dominant Alzheimer’s disease: a prospective
cohort study. Lancet Neurol. 14, 804–813.

Young, A.L., Oxtoby, N.P., Huang, J., Marinescu, R.V., Daga, P., Cash,
D.M., Fox, N.C., Ourselin, S., Schott, J.M., Alexander, D.C., 2015.
Multiple orderings of events in disease progression, in: International
Conference on Information Processing in Medical Imaging, pp. 711–
722.

Zandifar, A., Fonov, V., Ducharme, S., Belleville, S., Collins, D.L.,
2019. MRI and cognitive scores complement each other to accurately
predict Alzheimer’s dementia 2 to 7 years before clinical onset.
bioRxiv , 567867.

Zwietering, M., Jongenburger, I., Rombouts, F., Van’t Riet, K., 1990.
Modeling of the bacterial growth curve. Appl. Environ. Microbiol.
56, 1875–1881.

18

                  



  

Mostafa Mehdipour Ghazi: Conceptualization, Investigation, Methodology, Software, Validation, 

Writing - Original Draft 

Mads Nielsen: Funding acquisition, Project administration, Supervision, Writing - Review & Editing 

Akshay Pai: Supervision, Writing - Review & Editing 

Marc Modat: Supervision, Writing - Review & Editing 

M. Jorge Cardoso: Supervision, Writing - Review & Editing 

Sébastien Ourselin: Funding acquisition, Project administration, Supervision, Writing - Review & 

Editing 

Lauge Sørensen: Conceptualization, Investigation, Supervision, Validation, Writing - Review & Editing 

                  


