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Abstract. Capitalizing on structural magnetic resonance imaging (sMRI), existing
deep learning methods (especially convolutional neural networks, CNNs) have been
widely and successfully applied to computer-aided diagnosis (CAD) of Alzheimer’s
disease and its prodromal stage (i.e., mild cognitive impairment, MCI). But considering
the generalization capability of the obtained model trained on limited number of
samples, we construct a Multi-task Multi-level Feature Adversarial Network (M2FAN)
for joint Alzheimer’s disease diagnosis and atrophy localization using baseline sMRI.
Specifically, the linear-aligned T1 MR images were first processed by a lightweight
CNN backbone to capture the shared intermediate feature representations, which were
then branched into a global subnet for preliminary dementia diagnosis and a multi
instance learning (MIL) network for brain atrophy localization in multi-task learning
manner. As the global discriminative information captured by the global subnet
might be unstable for disease diagnosis, we further designed a module of multi-level
feature adversarial learning (MFAL) that accounts for regularization to make global
features robust against the adversarial perturbation synthesized by the local/instance
features to improve the diagnostic performance. Our proposed method was evaluated
on three public datasets (i.e., ADNI-1, ADNI-2, and AIBL), demonstrating competitive
performance compared with several state-of-the-art methods in both tasks of AD
diagnosis and MCI conversion prediction.

Keywords: Alzheimer’s disease, Multi-level Feature Adversarial Learning, Structural
MRI, Atrophy Localization.

1. Introduction

Alzheimer’s Disease (AD), the most cause of dementia, is associated with the
accumulation of toxic protein (i.e., beta-amyloid plaques and tau tangles) that results
in the onset of memory loss and cognitive dysfunctions following the progressive brain
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M2FAN for Joint Alzheimer’s Disease Diagnosis and Atrophy Localization 2

inflammation and atrophy Association (2019); Fox et al. (1996). As the world population
ages, it is estimated that 1 out of 85 people in the global will be living with Alzheimer’s
by 2050 Brookmeyer et al. (2007). Recently, neuroimaging, such as magnetic resonance
imaging (MRI), fluorodeoxyglucose positron emission tomography (FDG-PET), have
profoundly advanced the neuroscientific research in dementia diagnosis. Especially,
MRI with high-resolution offers the possibility to study pathological brain changes
associated with AD in vivo based on brain morphometric pattern analysis, identifying
anatomical biomarkers of Alzheimer’s disease and its prodromal stage, such as mild
cognitive impairment (MCI) Baron et al. (2001); Frisoni et al. (2010); Jack et al. (1999).

Based on conventional machine learning and/or emerging deep learning, varieties of
methods have advanced the diagnostic performance of AD and its prodromal stage (i.e.,
MCI) using structural MRI (sMRI), which generally include three steps Rathore et al.
(2017): 1) regions-of-interest (ROIs) identification from the whole-brain sMRI, such as
brain atlas or local image patches; 2) feature extraction from ROIs; and 3) classifier
construction based on extracted features. In conventional machine learning methods
Klöppel et al. (2008); Liu et al. (2016); Liu et al. (2013); Sørensen et al. (2016); Wang
et al. (2007); Zhang et al. (2011); Zhu et al. (2017), these three steps are performed
separately, which may potentially result in suboptimal performance, due to the lack
of constraints between each step. In another, most of them are confronted with the
problem of large burden in data preprocessing introduced by brain tissue segmentation
and non-linear image registration.

Recent studies Cui and Liu (2019); Farooq et al. (2017); Lian et al. (2020a,b);
Liu et al. (2018); Liu et al. (2019, 2020); Qiu et al. (2020) have demonstrated the
successful application of deep learning based approaches for AD diagnosis using sMRI,
which combined the feature extraction with classifier construction in a task-oriented
manner and can be further divided into four categories in coordinate with the scale
of the pre-defined ROIs Wen et al. (2020), including: 1) 2D slice-level Farooq et al.
(2017), 2) ROI-based Cui and Liu (2019), 3) 3D patch-level Lian et al. (2020b); Liu
et al. (2018); Liu et al. (2019, 2020) and 4) 3D subject-level Lian et al. (2020a); Qiu
et al. (2020). Specifically, slice-based methods extracted several 2D slices from a single
3D subject, augmenting the training samples but often neglecting the sophisticated 3D
spatial information. In the patch-level or ROI-based methods, the pre-defined regions,
such as bilateral hippocampi or AD-related patches, were extracted and input onto
the constructed model, which achieved promising results in capturing local AD-related
atrophy while sometimes lost the global information without consideration to the area
out of pre-defined ROIs.

As the isolated pre-selection of potentially informative brain locations might
be suboptimal in the patch-level or ROI-based methods, a few of deep learning
methods Lian et al. (2020a,b); Qiu et al. (2020) have been proposed to perform
discriminative atrophy localization for Alzheimer’s disease diagnosis. For example, in
Lian et al. (2020b), a hierarchical fully convolutional network (H-FCN) was proposed
to automatically identify discriminative local patches and regions by network pruning.
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M2FAN for Joint Alzheimer’s Disease Diagnosis and Atrophy Localization 3

In a more recent work, Lian et al. Lian et al. (2020a) developed a hybrid network
to jointly learn and fuse multi-level sMRI features for classifier construction after
weakly supervised localization of disease-related discriminative regions across all training
samples. However, these methods paid great attention to the discriminative regions (i.e.,
network pruning of uninformative patches/regions Lian et al. (2020b) and generation
of disease attention maps Lian et al. (2020a)) but neglected the potentiality of
indiscriminative or uninformative regions and/or global information as the learn of which
may potentially result in the problem of underfitting or overfitting. And recent studies
with regularization, especially adversarial training Goodfellow et al. (2015); Miyato
et al. (2017); Szegedy et al. (2014); Wang et al. (2021), can to some extent solve
these problem. Accounting for regularization, adversarial training originally proposed
in Szegedy et al. (2014) showed the effectiveness in reducing the test error by againsting
adversarial perturbation and Goofellow et al Goodfellow et al. (2015) introduced an
approximation of adversarial perturbation without expensive inner loop as in Szegedy
et al. (2014). Further work in Miyato et al. (2017) defined the virtual adversarial
direction without label information for supervised and semi-supervised learning tasks,
which was successfully applied in Wang et al. (2021) for semi-supervised medical image
classification.

To this end, we propose a Multi-task Multi-level Feature Adversarial Network
(M2FAN) for joint Alzheimer’s disease diagnosis and brain atrophy localization using
baseline sMRI. Specifically, the linear-aligned T1 MR images were first processed by the
lightweight CNN backbone to capture the shared intermediate feature representations,
which were then branched into a global subnet for preliminary dementia diagnosis and
a multi instance learning (MIL) network for brain atrophy localization in a weakly
supervised manner, respectively. Based on this structure, the discriminative multi-
level (i.e., local and global) features can be learned simultaneously. As the global
discriminative information captured by the global subnet might be unstable for disease
diagnosis due to subtle structural change in the cerebrum and inspired by adversarial
training, we further designed a module of multi-level feature adversarial learning
(MFAL) to make the global features robust against the adversarial perturbations
synthesized by the local discriminative features to improve the generalization capability
of AD diagnosis. We have evaluated our proposed methods on three public Alzheimer’s
disease datasets (i.e., ADNI-1, ADNI-2 and AIBL), and compared with the state-of-the-
art approaches, our proposed method consistently achieves competitive performance in
both tasks of AD diagnosis and MCI conversion prediction.

The remainder of this article is organized as follows. Firstly, we introduce the
studied datasets (i.e., ADNI-1, ADNI-2 and AIBL), data preprocessing, as well as the
proposed method in Section 2. In Section 3, we present the experimental settings,
competing methods, and experimental results. We finally briefly discuss the limitations
of our current work and conclude this article in Section 4 and Section 5, respectively.
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M2FAN for Joint Alzheimer’s Disease Diagnosis and Atrophy Localization 4

Table 1. Demographic information of the subjects included three public datasets (i.e.,
the baseline ADNI-1, ADNI-2 and AIBL). The gender is reported as male/female. The
age, education years, and mini-mental state examination (MMSE) values are reported
as Mean ± Standard deviation.

Datasets Category Gender Age Education MMSE

ADNI-1

AD 99/89 75.3 ± 7.5 14.7 ± 3.1 23.3 ± 2.0
pMCI 106/69 74.6 ± 6.9 15.7 ± 2.9 26.6 ± 1.7
sMCI 110/55 74.6 ± 7.5 15.8 ± 3.0 27.5 ± 1.7
NC 119/110 75.9 ± 5.0 16.1 ± 2.9 29.1 ± 1.0

ADNI-2

AD 86/62 74.5 ± 8.1 15.7 ± 2.7 23.1 ± 2.1
pMCI 56/38 72.5 ± 7.1 16.2 ± 2.5 27.2 ± 1.8
sMCI 153/127 71.1 ± 7.4 16.4 ± 2.6 28.3 ± 1.6
NC 89/96 73.3 ± 6.2 16.5 ± 2.6 29.0 ± 1.3

AIBL
AD 27/45 73.4 ± 8.0 - 20.2 ± 5.6
NC 156/203 72.3 ± 6.4 - 28.7 ± 1.2

2. Materials and Methods

2.1. Datasets and Preprocessing

Three public datasets with 1895 baseline sMRI scans were studied in this work,
including: 1) AD Neuroimaging Initiative-1 (ADNI-1); 2) ADNI-2 and 3) Australian
Imaging, and Biomarker and Lifestyle Flagship Study of Aging (AIBL). The
demographic information of the subjects included in this work are summarized in Table
1. These subjects were divided into three categories (i.e., normal control: NC, mild
cognitive impairment: MCI, and Alzheimer’s disease: AD) in terms of the standard
clinical criteria, including mini-mental state examination (MMSE) scores and/or clinical
dementia rating. Subjects in the MCI group were classified as progressive MCI (pMCI)
if the subjects converted to AD during a 3 years follow-up visit, otherwise they were
classified as stable MCI (sMCI). To summarize, the baseline ADNI-1 dataset contains
229 NC, 165 sMCI, 175 pMCI, and 188 AD subjects and the ADNI2 contains 185 NC,
280 sMCI, 94 pMCI, and 148 AD subjects. To another, the baseline AIBL dataset
contains 1.5T/3.0T T1-weighted sMRI scans with ADNI-compliant series acquired from
totally 431 subjects, where 72 subjects were diagnosed as AD and the remaining 359
subjects are NCs.

For each structural MR image corresponding to a specific subject, we first perform
intensity inhomogeneity correction using N3 algorithm Sled et al. (1998), skull stripping
and cerebellum removal Dale et al. (1999) via Freesurfer ‡. Next, we linearly align
each image to a common Colin27 template Holmes et al. (1996) using FLIRT method

‡ http://www.freesurfer.net/
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Figure 1. The architecture of our proposed Multi-task Multi-level Feature Adversarial
Network (M2FAN) for jointly Alzheimer’s disease diagnosis and atrophy localization,
which mainly includes four parts: the backbone, global subnet, multi instance learning
(MIL) network (local subnet for atrophy localization) and the module of multi-level
feature adversarial learning (MFAL). The Fg, Fcs, Pglobal,radv, Fins and xR indicates
the global features, class-specific features, global prediction, adversarial perturbation,
instance features and corresponding scores of all proposals, respectively.

Jenkinson et al. (2002); Jenkinson and Smith (2001) in the FSL package § to remove
global linear difference and also to resample all images for having an identical spatial
resolution (i.e., 1 × 1 × 1 mm3). Finally, all linear-aligned sMRIs were cropped to have
the identical size of 158 × 195 × 153 to reduce computational burden without any loss
of cerebrum structures.

2.2. Methods

As introduced in Cipolla et al. (2018) that learning multiple tasks improves the model’s
representation and individual task performance, we propose Multi-task Multi-level
Feature Adversarial Network (M2FAN) for joint Alzheimer’s disease diagnosis and
brain atrophy localization using baseline sMRI, which mainly includes four parts: the
backbone, the global subnet, the multi instance learning (MIL) network as well as
the module of multi-level feature adversarial learning (MFAL), as shown in Fig. 1.
Specifically, the linear-aligned T1 MR images with the size of 158 × 195 × 153 were first
processed by the backbone to capture the shared intermediate feature representations,
which were then branched into a global subnet for preliminary dementia diagnosis and
a multi instance learning (MIL) network for brain atrophy localization in a weakly
supervised manner, respectively. Based on this structure, the discriminative multi-level
(i.e., local and global) features can be learned simultaneously. To further improve the
generalization capability of the proposed methods, the module of multi-level feature
adversarial learning (MFAL) that accounts for regularization was designed to make

§ https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FLIRT
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M2FAN for Joint Alzheimer’s Disease Diagnosis and Atrophy Localization 6

global features robust against the adversarial perturbations for brain disease diagnosis.

2.2.1. Backbone The backbone applies a lightweight CNNs architecture to capture
the shared feature representations from the whole brain sMRI. As shown in Fig. 1, in
our current implementation, the backbone consisted of six convolutional layers and each
convolution layer was followed by batch normalization (BN) and rectified linear unit
(ReLu) activations. All convolutional layers have identical kernel size of 3 × 3 × 3 and
the number of channels is 16, 16, 32, 32, 64, 96, respectively. In addition, three 2 × 2
× 2 max-pooling layers were adopted to down-sample the feature maps following the
second, fourth, fifth convolutional layer, respectively. Therefore, given an input whole
brain MR image with the size of W × H × D, the backbone yielded a set of 96 feature
maps with the size of (W/8) × (H/8) × (D/8). It is worth noting that the backbone
was designed to be lightweight to limit the number of learning parameters, especially
considering a relatively small number of the training samples.

2.2.2. Global Subnet The global subnet attempts to capture the discriminative
information from the whole brain sMR images for the diagnostic task with the input
of the intermediate feature maps extracted from the backbone, which consists of three
pooling layer, two convolutional layer and two fully connected (FC) layers as shown
in Fig. 1. The former two pooling layers were max pooling layer with pool size of 2
× 2 × 2 and the last pooling layer was global max pooling layer. The convolutional
layers followed by BN and ReLu activation were placed between any two pooling layers
with kernel size of 3 × 3 × 3 and the number of channels is 80 and 64, respectively.
After that, a FC layer with units of 64 and ReLu activation was utilized to extract
global discriminate features Fg, which were then fed into another FC layer with softmax
activation to produce global prediction probability P̂global.

2.2.3. MIL Network In the datasets mentioned in Sec. 2.1, we only have subject-
level labels that indicates whether patients suffered from AD or whether patients with
MCI deteriorated into AD within 36 months after baseline visit. To identify individual-
level disease-related regions and meanwhile extract discriminative local information, we
construct the MIL network Bilen and Vedaldi (2016) to obtain the instance classifier in
a weak supervision manner.

Given an input baseline linear-aligned sMRI with only subject-level label, we
regarded the ROI centroid of AAL atlas with fixed patch size as instance proposals.
Different from Lian et al. (2020a) that developed an independent H-FCN to extract local
feature of patches/regions, the instance features corresponding to each proposal were
first extracted from the output of the lightweight CNN backbone by ROI pooling layer,
upon which the intermediate feature representations were reused, Thus each instance
proposals have identical size of H’ × W’ × D’ (e.g., 5 × 5 × 5) in the embedding
space (also identical size in original space) and the ROI pooling layer applies max
pooling strategy to convert the features inside any valid proposals into one-dimensional
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M2FAN for Joint Alzheimer’s Disease Diagnosis and Atrophy Localization 7

vectors ∈ R|R|×64, |R| denotes the number of instance proposals and is 90 in this paper.
Subsequently, two fully connected (FC) layers with identical unit of 64 were adopted to
obtain instance features Fins ∈ R|R|×64, which were then branched into two FC streams
(classification stream fcls and detection stream fdet)with activation through different
dimensions to produce two matrices xcls, xdet ∈ R|R|×C ,respectively, C denotes the
number of objects (atrophy) (C = 1 in this paper as AD/pMCI-related atrophy only
occurs in AD/pMCI subjects ideally):

xcls = σ(fcls(Fins)),xdet = σ(fdet(Fins)) (1)

where xcls denotes the classification of the instances, xdet denotes the localization
of the instances. The σ(·) is the activation function, which was Sigmoid function
for classification stream and Softmax function for detection stream in this paper,
respectively. After that, the scores of all instance proposals xR are generated by element-
wise product:

xR = xcls � xdet (2)

Finally, the c-th class prediction score at the subject-level can be obtained by summing
up the scores over all proposals: P̂mil =

∑|R|
r=1 xr.

2.2.4. Multi-level Feature Adversarial Learning (MFAL) Since the global
discriminative information captured by the global subnet might be unstable for disease
diagnosis due to subtle structural abnormalities in the cerebrum, in the literature,
such as in Lian et al. (2020a), multi-level features (i.e., local and global) are fused to
improve the diagnostic performance by fully utilizing complementary information after
transforming the local features of multiple patches into local-to-global representations
by use of max-pooling, mean-pooling and concatenation. While simple transformations
may suppress the discriminability of the local-to-global representations as it is perturbed
by label-unrelated or indiscriminative features of multiple patches detected by the MIL
network, instead of pruning them, we designed a module of multi-level feature adversarial
learning (MFAL) to make full use of uninformative patches and enable multi-level
features fusion as adversarial attack, so as to render the global information robust
against the adversarial perturbations synthesized by local features in a gradient-free
adversarial training manner, leading to diagnostic performance improvement.

To construct the module of MFAL, the critical step is to generate the adversarial
perturbations by utilizing the local features of multiple instances. Specifically, the
unpruned local features of each instance and the corresponding confidence score of
different severities (each bag contains positive and negative instances) enables the
learning of discriminative abnormality/normality-related features that we called class-
specific features Fcs by the instance aggregation layer. With input of instance features
Fins of all proposals and the corresponding scores xR , the instance aggregation
layer averages k instance features corresponding to top-ranked k instance scores as
abnormality-related (AD/pMCI-related) and averages k instance features corresponding
to bottom-ranked k instance scores as normality-related (NC/sMCI-related) features due
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M2FAN for Joint Alzheimer’s Disease Diagnosis and Atrophy Localization 8

to C=1 in this article to generate the class-specific features Fcs, which were formulated
as:

F1 =
1

k
Fins ⊗ I(Top(xR, k)) (3)

F0 =
1

k
Fins ⊗ I(Bottom(xR, k)) (4)

Fcs = [F0,F1] (5)

Where I is the indicator and k is the hyper-parameter to decide how many instances
are utilized to represent the corresponding class. To this end, we can obtain each kind
of the feature representations corresponding to the specific class and query the global
prediction P̂global learned from the global subnet in a black-box manner. Even though
the local-to-global features can be learned by the operation of matrix multiplication
between Fcs and P̂global for multi-level feature learning, to make the global features
robust for AD diagnosis, we firstly apply the simple probability inversion operation on
the global prediction before the operation of matrix multiplication, making the local-
to-global representations to be an adversary (adversarial perturbations). The inversed
probability P̂global and adversarial perturbations radv were formulated as:

P̂global =
1

Z
(1− P̂global) (6)

radv = Fcs ⊗ P̂global (7)

Where Z is partition function and defined as
∑C+1

c=1 P̂global,c. In this way, the adversarial
perturbations radv were prone to the normality-related (NC/sMCI-related) feature
representations when the inputs were predicted as the abnormality-related (AD/pMCI-
related) by the global subnet and vice versa.

Therefore, in the black-box adversarial training settings and with the input of the
global feature Fg smoothed by the radv, we construct a surrogate classifier by utilizing
a FC layer with softmax activation as in this settings we can’t access to the learning
parameters of the global classifier (the last FC layer in global subnet). It is worth noting
that the proposed module of MFAL is of time-saving and low computation since the
adversarial perturbations were computed without backpropagation and it is no need to
repeatedly compute the intermediate feature representations as in Miyato et al. (2017);
Rasmus et al. (2015) the radv was applied on the latent features.

2.2.5. Implementation Details We designed a hybrid cross entropy loss to effectively
train the proposed M2FAN in one stage, which was formulated as follows:

L = αLmil + βLglobal + γLMFAL (8)

where the Lmil, Lglobal, LMFAL is the cross entropy loss for the global subnet, MIL
network and MFAL, respectively. And the parameters α, β and γ was empirically set
to 2, 1 and 1, respectively.
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Figure 2. Training history of the proposed of M2FAN trained on ADNI-1 dataset in
the task of AD diagnosis (the first row) and MCI conversion prediction (the second
row), respectively

To validate the generalization capability of the proposed model, two different tasks
were studied in this article, including AD diagnosis (i.e., AD vs. NC classification) and
MCI conversion prediction (i.e., pMCI vs. sMCI classification). We randomly selected
10% of one complete dataset (e.g., ADNI-1) as validation set and the rest of which was
used to train the proposed M2FAN, which was then evaluated by the other independent
dataset (e.g., ADNI-2). In addition, we trained the M2FAN with parameters randomly
initialized by ’glorot normal’ Glorot and Bengio (2010) for 60 epochs by setting batch size
as 2 and applying Adam optimizer with learning rate of 0.0001 for AD diagnosis using
Python based on Keras API of Tensorflow and a single GPU (i.e., NVIDIA GeForce RTX
2080Ti 11GB). For MCI conversion prediction, as it’s more challenging since subtle brain
change of patients with MCI caused by dementia, we transferred the network parameters
learned from AD diagnosis as training initialization of the network for pMCI vs. sMCI
classification, which was then trained for 30 epochs by applying Adam optimizer with
learning rate of 0.00001.

3. Experiments

In this section, experiments were implemented to validate the effectiveness and
robustness of the proposed M2FAN in two different tasks (AD diagnosis and MCI
conversion prediction), in which we trained the classification model on ADNI-1 and
evaluate them on the other two independent datasets, including ADNI-2 and AIBL.
The classification performances were evaluated by four metrics, including classification
accuracy (ACC), sensitivity (SEN), specificity (SPE), and area under receiver operating
characteristic curve (AUC).
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M2FAN for Joint Alzheimer’s Disease Diagnosis and Atrophy Localization 10

Table 2. Results of AD vs. NC classification on ADNI-2 and AIBL, respectively,
obtained by the models trained on ADNI-1.

Methods
ADNI-2 AIBL

ACC SEN SPEC AUC ACC SEN SPEC AUC

ROI-based 0.826 0.804 0.843 0.873 0.843 0.833 0.844 0.872
VBM-based 0.829 0.811 0.843 0.892 0.831 0.778 0.841 0.886
MIL 0.859 0.797 0.908 0.906 0.852 0.861 0.850 0.912
wBCN 0.874 0.818 0.919 0.926 0.865 0.847 0.869 0.921
DMIL 0.889 0.905 0.876 0.952 0.875 0.792 0.891 0.923
VAT 0.889 0.892 0.886 0.950 0.901 0.872 0.906 0.929
M2FAN@MIL 0.883 0.878 0.886 0.942 0.845 0.875 0.838 0.926
M2FAN@wBCN 0.916 0.892 0.935 0.966 0.907 0.903 0.908 0.949
M2FAN@MFAL 0.913 0.872 0.946 0.965 0.923 0.889 0.930 0.950

3.1. AD diagnosis and MCI Conversion Prediction

In this group of experiments, we compare our M2FAN with two conventional machine
learning methods, including 1) region-of-interest-based (ROI-based) method Zhang et al.
(2011) and 2) voxel-based morphometry (VBM-based) method Baron et al. (2001),
and four deep learning methods, including 3) multi instance learning (MIL) network
Bilen and Vedaldi (2016), 4) whole brain convolutional network (wBCN), 5) deep multi
instance learning (DMIL) Liu et al. (2018) and 6) virtual adversarial training (VAT)
Miyato et al. (2017), in the task of AD diagnosis (AD vs. NC) and MCI conversion
prediction (pMCI vs. sMCI) using the models trained on ADNI-1, in which 10% subjects
were stratified sampled for validation. The quantified classification performances in
terms of four different metrics (i.e., ACC, SEN, SPE, and AUC) evaluated on ADNI-2
and AIBL are summarized in Table 2 and 3, respectively.

1) ROI-based. Following previous studies Zhang et al. (2011), the whole brain
sMRI data were partitioned into multiple regions to extract region-level features for
SVM-based classification. More specifically, using aBEAT software ‖, each sMRI was
first segmented into three tissue types, i.e., gray matter (GM), white matter (WM),
and cerebrospinal fluid (CSF), and then AAL atlas Tzourio-Mazoyer et al. (2002) with
90 pre-defined ROIs in the cerebrum was aligned to each subject to extract regional
features for linear SVM classification.

2) VBM-based. In VBM-based method Baron et al. (2001), voxel-level
handcrafted features were quantified from the whole brain sMRI to construct SVM
classifier. Firstly, each sMRI data was wrapped into Colin27 template to extract local
GM density as features and then a statistical group comparison based on t-test was

‖ htttp://www.nitrc.org/projects/abeat
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Table 3. Results of pMCI vs. sMCI classification on ADNI-2, respectively, obtained
by the models trained on ADNI-1.

Methods ACC SEN SPEC AUC

ROI-based 0.674 0.553 0.714 0.651
VBM-based 0.644 0.670 0.636 0.685
MIL 0.684 0.713 0.675 0.725
wBCN 0.746 0.702 0.761 0.761
DMIL 0.757 0.649 0.793 0.777
VAT 0.762 0.660 0.796 0.773
M2FAN@MIL 0.786 0.702 0.814 0.796
M2FAN@wBCN 0.797 0.734 0.818 0.810
M2FAN@MFAL 0.802 0.745 0.821 0.814

performed to reduce the dimensionality of which. Finally, linear SVM classifiers were
constructed for AD diagnosis.

3) MIL. As an object detection method, MIL network Bilen and Vedaldi (2016) also
has the capability of classification which extracted local information by sharing learning
parameters for each proposal. Specifically, the spatially normalized MR images were
first branched into several convolutional layers to extract discriminate feature maps,
which were then fed into ROI pooling layer and two FC layers to obtain corresponding
features with respect to the given proposals. Finally, two FC layers with activation
through different dimension were adopted to generate the final prediction probability
via a weighted sum pooling strategy.

4) wBCN. The wBCN method constructed a CNN-based method to extract global
features for brain disease diagnosis with input of whole brain sMRI. Without any
difference, the sMRI was firstly spatially normalized onto Colin27 template and then
cropped to have identical size of 158 × 195 × 153, which was branched into a series of
convolutional layers and FC layers for brain disease diagnosis. The MIL and wBCN was
train on 60 epochs using Adam optimizer with learning rate of 0.0001.

5) DMIL. In DMIL method Liu et al. (2018), Liu et al. developed a CNN-based
multi instance learning model to extract local-to-global representations for brain disease
diagnosis. We firstly extracted 30 patches with size of 45 × 45 × 45 and each of them
was fed into an independent CNN to yield a set of local features, which were then
concatenated and fused by FC layers for AD diagnosis and MCI conversion prediction.
the DMIL was train using Adam optimizer with learning rate of 0.001.

6) VAT. In VAT Miyato et al. (2017), we applied the wBCN as the classification
model and calculated the virtual adversarial loss in line with Miyato et al. (2017), which
was train on 80 epochs using Adam optimizer in the task of AD classification and MCI
conversion prediction.

Page 11 of 25 AUTHOR SUBMITTED MANUSCRIPT - PMB-112914.R1

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60

A
cc

ep
te

d 
M

an
us

cr
ip

t



M2FAN for Joint Alzheimer’s Disease Diagnosis and Atrophy Localization 12

(a) AD vs. NC (b) pMCI vs. sMCI

0
.8

9
8 0
.8

3
8

0
.9

4
6

0
.9

3
5

0
.9

0
1

0
.8

7
8

0
.9

1
9

0
.9

5
0

0
.9

1
0

0
.8

6
5

0
.9

4
6

0
.9

5
3

0
.9

1
3 0

.8
7
2

0
.9

4
6

0
.9

6
5

0.70

0.75

0.80

0.85

0.90

0.95

1.00

ACC SEN SPEC AUC

Baseline M²FN_nGS M²FN M²FAN

0
.7

6
2

0
.6

4
9

0
.8

0
0

0
.7

7
7

0
.7

5
4 0
.6

8
1

0
.7

7
9

0
.7

6
6

0
.7

8
9

0
.6

4
9

0
.8

3
6

0
.7

8
6

0
.8

0
2 0
.7

4
5

0
.8

2
1

0
.8

1
4

0.55

0.60

0.65

0.70

0.75

0.80

0.85

ACC SEN SPEC AUC

Baseline M²FN_nGS M²FN M²FAN

Figure 3. Results of (a) AD diagnosis (AD vs. NC classification) and (b) MCI
conversion prediction (pMCI vs. sMCI classification) on the ADNI-2 dataset, obtained
by the nMFAL, nGS, MFL and M2FAN trained on ADNI-1 dataset, respectively

From Table 2 and 3, several observations can be summarized as followed, in
which the classification performances of the global subnet, MIL network as well as the
module of MFAL was denoted as M2FAN@MIL, M2FAN@wBCN and M2FAN@MFAL,
respectively. First, compared with conventional machine learning methods (i.e., ROI-
based and VBM-based), the deep-learning approaches (i.e., MIL, wBCN, DMIL and
our M2FAN) largely improved the diagnostic performance on both ADNI-2 and AIBL
datasets, which demonstrates the significance in integrating feature extraction and
classifier construction for both AD diagnosis MCI conversion prediction. Second,
compared with wBCN which outperformed MIL on both ADNI-2 and AIBL datasets,
DMIL that adopted local-to-global representation learning approach for brain disease
diagnosis yields better classification performance, which implies the great potentiality
of local information regarding subtle brain changes. Third, compared with wBCN
and MIL, M2FAN@MIL and M2FAN@wBCN generally yields better performance on
both ADNI-2 and AIBL datasets, especially in AUC. For example, the AUC value
of M2FAN@MIL improved from 0.906 to 0.942 on ADNI-2 dataset while improved
from 0.912 to 0.926 on AIBL dataset and the AUC value of M2FAN@wBCN improved
from 0.926 to 0.966 on ADNI-2 dataset while improved from 0.921 to 0.949 on AIBL
dataset. And in another, compared with M2FAN@wBCN, the M2FAN@MFAL also
yields competitive performance in both tasks of AD diagnosis and MCI conversion
prediction on both two datasets, especially on the diagnostic performance of M2FAN@
MFAL also consistently surpassed in all four metrics (i.e., ACC, SEN, SPEC and AUC)
on MCI conversion prediction, for example, the AUC values were improved from 0.810 to
0.814, demonstrating that multi-task learning can improve the individual’s performance
and to another multi-level (i.e., local and global) feature adversarial learning can improve
the generalization and robustness capability of the classification model.

3.2. Effectiveness of Multi-level Feature Adversarial Learning

As introduced in Sec. 2.2.4, MFAL collaborates the global and local representation
learning and synthesizes adversary using local knowledge to attack global information
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(a) AD vs. NC (b) pMCI vs. sMCI
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Figure 4. The results of proposed M2FAN in the attack evasion stage by transfering
the learned parameters from M2FAN to M2FN without finetuning on AD diagnosis (a)
and MCI conversion prediction (b), respectively.

so that improve the robustness and margin of multi-level information. To evaluate
the effectiveness of the MFAL, several ablated models were designed for comparison,
including 1) the Baseline model which removes the module of MFAL from the proposed
model M2FAN, 2) M2FN_nGS in which removes the global supervision on global
subnet and the weight of class-specific features was learned from unsupervised learning
and 3) M2FN in which the invert operation of global prediction probability in the
proposed M2FAN is removed so that generated local-to-global representations highly
related to global information for multi-level feature learning. Specifically, we trained
the Baseline, M2FN_nGS, M2FN and the proposed M2FAN on ADNI-1 for the task of
AD diagnosis as well as MCI conversion prediction and the classification performances
were evaluated on ADNI-2 in terms of ACC, SEN, SPEC and AUC as summarized in
Fig. 3 and Fig. 4.

From Fig. 3 and Fig. 4, we can at least have the following observations. First,
compared with the Baseline model in Fig. 3, the M2FN_nGS model achieves better
performance in the task of the AD diagnosis while unfits in the task of MCI conversion
prediction, for example, the AUC value of the M2FN_nGS improved from 0.935 to
0.950 in AD vs. NC classification while reduced from 0.777 to 0.766 in pMCI vs.sMCI
classification. But the M2FN model outperforms these two methods in both task of AD
diagnosis and MCI conversion prediction, which indicates that the global supervised
learning is of great importance in brain disease diagnosis and can also enhance the
generalization ability of deep learning approach. Second, in Fig. 3, compared with
M2FN our proposed M2FAN method with MFAL yields better performance on both
AD diagnosis and MCI conversion prediction. For example, in the task of AD diagnosis,
the ACC and AUC of M2FAN improved from 0.910 to 0.913 and from 0.953 to 0.965,
respectively. In the task of MCI conversion prediction, the ACC and AUC of M2FAN
improved from 0.789 to 0.802 and from 0.786 to 0.814, respectively. It implies that
the stimulated attack generated from local class-specific features Fcs can improve the
discriminative ability of learned features. Third, to further evaluate the effectiveness
of the proposed M2FAN using multi-level feature adversarial learning, in Fig. 4, we
can observe that the proposed method achieves competitive performance in the attack
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Figure 5. The results of AD diagnosis and MCI conversion prediction in terms of ACC
and AUC obtained by our proposed method with different patch size of the proposals
in ROI Pooling layer (i.e., 1 × 1 × 1, 3 × 3 × 3, 5 × 5 × 5, 7 × 7 × 7).

evasion stage by transfering the learned parameters from M2FAN to M2FN without
finetuning on both AD diagnosis and MCI conversion prediction, for example, the ACC
value in the task of MCI conversion prediction improved from 0.802 to 0.810, suggesting
the anti-interference ability (not sensitive to the local features) and rationality of the
proposed method.

3.3. Influence of Patch Size in ROI Pooling

In the above-mentioned experiments, we adopt a fixed patch size ( i.e. , 5 × 5 × 5 )
located at the ROI centroid of AAL atlas for our proposed M2FAN method. We now
investigate the influence of the patch size on the performance of M2FAN by varying the
patch size in the embedding space and testing all the values in the set {1 × 1 × 1, 3 ×
3 × 3, 5 × 5 × 5, 7 × 7 × 7} in terms of ACC and AUC on both AD diagnosis and
MCI conversion prediction and the quantified results of the obtained model trained on
ADNI1 and tested on ADNI2 were summarized in Fig. 5.

From Fig. 5, we can see that the best results are obtained by M2FAN using the patch
size of 5 × 5 × 5 in the embedding space on both AD diagnosis and MCI conversion
prediction. Specifically, the proposed M2FAN is not very sensitive to the patch size
setting in ROI pooling layer on AD vs. NC classification, for example, the AUC value
of which improved from 0.957 to 0.965 when changing the patch size from 1 × 1 ×
1 to 7 × 7 × 7, potentially due to the deliberate consideration of global information.
While the value of the AUC improved from 0.779 to 0.814 in the task of MCI conversion
prediction when varying the patch size from 1 × 1 × 1 to 5 × 5 × 5 and the value
of ACC greatly decreased when the patch size was set to 7 × 7 × 7, indicating that
relatively small or large local patches are not capable of capturing enough structural
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Figure 6. The results of AD diagnosis and MCI conversion prediction in terms of
ACC and AUC obtained by our proposed method with different hyperparameter k in
instance aggregation (i.e., k = 1, 5, ..., 20).

information from the brain for pMCI vs. sMCI classification, especially when the patch
size was set to 7 × 7 × 7 as the proposals are with too large overlapping, thus it is
reasonable to choose a moderate patch size (i.e., 5 × 5 × 5) in the embedding space for
the proposed M2FAN. It worth noting that considerable large patch size does not bring
too much computational burden in the proposed M2FAN, as the patch-level features
were extracted in the embedding space for the downstream task.

3.4. Influence of Hyperparameter in Instance Aggregation

As introduced in Sec. 2.2.4, the module of instance aggregation was designed to
generate the local class-specific features Fcs with the input of local instance features
and corresponding scores, in which the hyperparameter k was utilized to determine
how many instances represent the corresponding class. In this group of experiments,
we investigate the influence of hyperparameter k in instance aggregation on the
classification performances achieved by our M2FAN method and orderly selected k from
{1; 5; 10; 15; 20} in instance aggregation. The corresponding results quantified by
ACC and AUC are summarized in Fig. 6 on both AD diagnosis and MCI conversion
prediction.

From Fig. 6, we can observe that both the values of ACC and AUC are clearly
increased when changing k from 1 to 15 and slightly decreased at k = 20. For example,
on AD diagnosis, the ACC and AUC of the proposed method improved from 0.877 to
0.913 and from 0.946 to 0.965, respectively, when changing k from 1 to 15, while on MCI
conversion prediction, the ACC and AUC improved from 0.701 to 0.802 and from 0.733
to 0.814, respectively. This implies that relatively large k which indicated more instances
were selected to represent a specific category is appropriate, potentially because that
1) too few instances cannot comprehensively characterize information of specific class,
and 2) too small k may make the model incline to a few particular instances, leading
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0

1

Figure 7. 30 instances with top-ranked statistical difference (obtained by true positive
minus false positive) between groups (i.e., AD vs. NC, pMCI vs. sMCI) on the training
set (ADNI-1) and testing set (ADNI-2) generated by instance classifier in the tasks of
AD vs. NC classification (two rows on the left) and pMCI vs. sMCI classification (two
rows on the right), respectively.

to local optima. In another, the values of ACC and AUC reduced slightly at k = 20
on both AD diagnosis and MCI conversion prediction, which implies that too large k in
instance aggregation is inappropriate because that excessive instances may magnify the
risk of learning specific-class features from instance of different category. Hence, it is
reasonable to choose k = 15 in our implementations.

3.5. Automatic Brain Atrophy Localization

As introduced in Sec. 2.2.3, our proposed method can automatically identify
discriminative brain regions from the whole-brain sMRIs by MIL network. In Fig. 7, we
present the 30 instances with top-ranked statistical variance (obtained by true positive
minus false positive) between groups (i.e., AD vs. NC, pMCI vs. sMCI) for the training
set (ADNI-1) and testing set (ADNI-2) generated by instance classifier in the tasks of
AD vs. NC classification and pMCI vs. sMCI classification, respectively. Additionally,
in Fig. 8 and Fig. 9, we present individual-level brain atrophy localization with respect
to top-ranked 30 instances in Fig. 7 through some examples on both AD diagnosis and
MCI conversion prediction, which is shown in 2D projection from three different views.

Specifically, the two rows on the left of Fig. 7 presents the locations with respect
to top-ranked 30 instances on the training set and testing set identified by the model
trained for AD diagnosis, respectively, and the two rows on the right for MCI conversion
prediction. From Fig. 7, we can have the following observations. First, our proposed
method consistently emphasized the locations at temporal lobe and sub-cortical area,
such as hippocampus, amygdala, fusiform gyrus, which has been verified in the previous
study Baron et al. (2001); Lian et al. (2020b); Zhang et al. (2011); Zhang et al.
(2016), accounting for the feasibility of the proposed method in automatic brain atrophy
localization. Second, the instances identified by the proposed method trained for MCI
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AD Subject #1

AD Subject #6

AD Subject #4

AD Subject #5

AD Subject #3

AD Subject #2

Figure 8. Illustration of individual-level brain atrophy localization obtained by
instance classifier through six AD subjects from testing set (ADNI-2) with respect
to 30 instances with top-ranked statistic difference on training set (ADNI-1) in the
task of AD diagnosis.

pMCI Subject #1

sMCI Subject #6

sMCI Subject #4

pMCI Subject #5

pMCI Subject #3

sMCI Subject #2

Figure 9. Illustration of individual-level brain atrophy localization obtained by
instance classifier through three pMCI subjects and 3 sMCI subjects from testing set
(ADNI-2) with respect to 30 instances with top-ranked statistic difference on training
set (ADNI-1) in the task of MCI conversion prediction.

conversion prediction were consistent with those identified by the model trained for AD
diagnosis, but on the other hand, compared with the instances detected in the task of
AD diagnosis, the instances detected in the task of pMCI vs. sMCI classification were
with relatively small statistical difference between pMCI and sMCI, which implies the
robustness and effectiveness of the proposed method in localizing discriminative brain
atrophy area using sMRI.

Moreover, to further validate the generalization ability of the proposed method, in
Fig. 8 and Fig.9, we present the results of individual-level brain atrophy localization
through some examples from testing set (ADNI-2) with respect to 30 instances obtained
by statistics from training set (ADNI-1), specifically, 6 subjects with AD were shown
in Fig.8, while 3 subjects with pMCI and 3 subjects with sMCI were shown in Fig. 9.
From Fig. 8 and Fig. 9, we can observe that relatively more instances were predicted
as positive by the instance classifier for subjects with AD and pMCI, while, on MCI
conversion prediction, a few of instances were also predicted as positive, indicating that
although brain atrophy localization is more challenging in the task of pMCI vs. sMCI
classification since atrophy caused by dementia also occurred in patients with sMCI,
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0

1

Figure 10. 30 instances with top-ranked statistical difference (obtained by true
positive minus false positive) between groups (i.e., FTD vs. NC) on the training
set generated by instance classifier.

the proposed method is capable of identifying brain atrophy of different severity. In
another, instances with positive prediction located at sub-cortical area are consistently
related to ventricular enlargement, which is in line with the previous studies Frisoni
et al. (2010); Nestor et al. (2008), suggesting the rationality of the proposed method in
automatically localizing brain atrophy.

4. Discussion

4.1. Evaluation on Frontotemporal Dementia with sMRI

Apart from AD, the proposed method is also applied for another sMRI-based brain
disease (i.e., frontotemporal dementia (FTD)) diagnosis. FTD is the second most
common cause of presenile early onset dementia Vieira et al. (2013), which can be
classified into three types based on the distinct patterns of signs and symptoms,
including behavioral variant FTD (bvFTD), semantic variant primary progressive
aphasia (svPPA) as well as non-fluent/agrammatic variant primary progressive
aphasia (nfvPPA). The proposed M2FAN was trained on the public datasets, that
is, frontotemporal lobar degeneration neuroimaging initiative (FTLDNI)¶, for FTD
diagnosis. Briefly, the FTLDNI dataset consists of the T1-weighted sMR images
acquired from 121 FTD and 123 NC subjects, in which we randomly selected 10%
subjects (12 FTDs and 12 NCs) as the test set and used the remaining subjects as the
training set.

In Fig. 10, we present the 30 instances with top-ranked statistical variance
(obtained by true positive minus false positive) between groups (i.e., FTD vs. NC)
for the training set generated by instance classifier. In Fig. 11, we present individual-
level brain atrophy localization with respect to top-ranked 30 instances in Fig. 10
through three subjects with different types of FTD (i.e., bvFTD, svPPA and nfvPPA)
on FTD diagnosis, which is shown in 2D projection from three orthogonal views. From
Fig. 10 and Fig. 11, we can have the following observations. First, our proposed
method consistently highlighted the locations of brain temporal lobe, frontal lobe and
subcortical area, which has been validated to be related to FTD by previous studies
Beyer et al. (2021); Manera et al. (2019), further demonstrating the feasibility of MIL
network in brain atrophy localization. Second, in Fig. 11, different instances were

¶ http://4rtniftldni.ini.usc.edu/
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bvFTD Subject

svPPA Subject

nfvPPA Subject

Figure 11. Illustration of individual-level brain atrophy localization obtained by
instance classifier through three FTD subjects from testing set with respect to 30
instances with top-ranked statistic difference on training set in the task of FTD
diagnosis.

Table 4. Results of AD vs. NC classification on ADNI-2 and AIBL, respectively,
obtained by the models trained on ADNI-1.

Methods
AD vs. NC pMCI vs. sMCI

ACC SEN SPEC AUC ACC SEN SPEC AUC

Salvatore et al. (2015) 0.76 - - - 0.66 - - -

Tong et al. (2014) 0.90 0.86 0.93 - 0.72 0.69 0.74 -

Zhang et al. (2016) 0.831 0.805 0.851 0.828 - - - -

Cao et al. (2017) 0.886 0.857 0.904 0.898 0.704 0.677 0.718 0.705

Liu et al. (2018) 0.911 0.881 0.935 0.959 0.769 0.421 0.824 0.776

Lian et al. (2020b) 0.903 0.824 0.965 0.951 0.809 0.526 0.854 0.781

Qiu et al. (2020) 0.834 0.767 0.889 - - - - -

Lian et al. (2020a) 0.919 0.887 0.945 0.965 0.827 0.579 0.866 0.793

Guan et al. (2021) 0.899 0.877 0.917 0.940 0.780 0.534 0.866 0.788

Proposed@wBCN 0.916 0.892 0.935 0.966 0.797 0.734 0.818 0.810
Proposed@MFAL 0.913 0.872 0.946 0.965 0.802 0.745 0.821 0.814

predicted as positive among FTD subjects of different types, for example, the positive
instances of nfvPPA subject were mainly located at the temporal area, suggesting the
potential interpretability of different symptoms by the proposed method.

4.2. Compare with previous work

For a comparison between our method and related studies on the performance of AD
diagnosis and MCI conversion prediction using baseline sMRI, in Table 4, we briefly
summarize four conventional learning based methods Cao et al. (2017); Salvatore et al.
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(2015); Tong et al. (2014); Zhang et al. (2016) and five state-of-the-art deep learning
based methods Guan et al. (2021); Lian et al. (2020a,b); Liu et al. (2018); Qiu et al.
(2020).

It worth noting that the direct comparison between these methods is impossible
due to the different utilization of the ADNI dataset (i.e., in subject enrollment, the
definition of pMCI/sMCI and train/test set partition). However, by roughly comparing
our proposed M2FAN (the last two row of Table 4) with these state-of-the-art methods,
we can observe that: First, the proposed methods surpassed the compared conventional
methods (i.e., voxel-based Salvatore et al. (2015), ROI-based Cao et al. (2017), patch-
based Tong et al. (2014); Zhang et al. (2016) methods) by evaluating on a much larger
cohort of 1464 subjects from both ADNI1 and ADNI2, which impartially indicates the
superiority of convolutional neural networks in extracting high-level features for AD
classification. Second, though we only selected the ROI centroid of AAL atlas as the
patch proposals without the identification of AD-related landmarks Lian et al. (2020b);
Liu et al. (2018) or iterative network pruning Lian et al. (2020b) by assigning the
subject-level label to the image patches/regions for local feature learning, our methods
achieved competitive performance on both AD diagnosis and MCI conversion prediction
and even was superior to some subject-level deep learning based methods (i.e., Guan
et al. (2021); Qiu et al. (2020)). Third, compared with the most similar work Lian
et al. (2020a) which developed an independent H-FCN for local representation learning
after identifying the discriminative AD-related landmarks by another backbone FCN,
our lightweight one-stage methods achieve comparable performance by extracting local
features from embedding space of the backbone CNN for atrophy localization and multi-
level feature learning. This implies that, our proposed method, to some extents, is more
capable to identifying subtle structural changes in sMRI for AD diagnosis due to the
use of multi-task learning (i.e., AD diagnosis and atrophy localization) and multi-level
(i.e., local and global) feature adversarial learning.

4.3. Limitations and Future Work

Although our proposed method achieves promising results in automatically brain
atrophy localization and dementia diagnosis, several limitations should be carefully
considered in the future to further improve its performance and practical value.

First, to identify brain atrophy resulting from AD, our proposed method adopted
a branch of MIL network which performs simultaneously instance selection and
classification, but MIL network is sensitive to initialization as the optimization of
which is non-convex. Hence, it should be a promising direction to further improve
the diagnostic performance and generalization capability of the proposed method by
alleviating the non-convexity problem. For example, in Wan et al. (2019), a continuation
optimization method was introduced into MIL by partitioning instances into spatially
related and class related subsets with a series of smoothed loss functions defined within
them. Second, in our implementations, the instance proposals with identical fixed size
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were located at the centroid of ROIs with respect to AAL atlas and automatically
identified by the basic MIL network, but the structural changes caused by dementia
vary across different instances and not all of the pre-defined locations were significantly
correlated with brain atrophy so that aggravated instance imbalance. Therefore, it
is reasonable to design a sub-network to proactively localize anatomical changes at
multiple scales in a data-driven manner. Third, previous studies Jie et al. (2018); Tong
et al. (2014) have shown that topological information is conducive to brain disease
classification. For example, brain connectivity network analysis was applied in Jie et al.
(2018) using functional MRI for disease diagnosis. In our proposed method, the instance
of different severity can be identified by the instance classifier, in which the high-level
discriminative features of them were extracted, therefore it is potential to integrate
topological analysis based on which in our future work.

5. Conclusion

In this work, we proposed a Multi-task Multi-level Feature Adversarial Network
(M2FAN) to simultaneously localize brain atrophy and perform disease diagnosis using
sMRI, in which a module of multi-level feature adversarial learning was designed for
global features to confront the attack synthetized by local/instance features so as to
render it robust to perform the Alzheimer’s disease diagnosis. The effectiveness of our
proposed method has been evaluated on three public datasets (i.e., ADNI-1, ADNI-2
and AIBL) consisting of 1895 subjects. The experimental results have demonstrated the
competitive performance of our method compared with several state-of-the-art methods
in both the tasks of AD diagnosis and MCI conversion prediction.
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