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A B S T R A C T   

Structural Magnetic Resonance Image (sMRI) and functional MRI (fMRI) are two of the most 
important modalities to unveil brain disorders for Alzheimer’s disease (AD) analysis. Compre
hensively utilizing both modalities is the way to ensure an accurate AD diagnosis. Currently, the 
most common computational approach to aid the AD diagnosis is to formulate the sMRI and fMRI 
into graphs and then extract discriminative features through Graph Neural Networks (GNNs). 
However, most GNNs rely heavily on the aggregation operation on each node, which exploits the 
local topological information from the neighborhood nodes but does not fully respect the char
acteristics of the global graph topology. Also, only a few works addressed the structural and 
functional coupling problem on the graphs. In this paper, a novel Riemannian manifold-based 
model, called Cross-Modal Riemannian Network (CMRN), is proposed to solve the above is
sues, which respects the global topologies and invariant characteristics of the sMRI and fMRI 
graphs by fully operating on the Riemannian Manifold. Furthermore, a novel cross-modal 
attention mechanism is proposed to enable the interactions between two modalities on the Rie
mannian manifold, which helps the model comprehensively utilize both modalities to identify the 
most discriminative information for AD diagnosis. Extensive experimental results on the Alz
heimer’s Disease Neuroimaging Initiative (ADNI) dataset demonstrate the effectiveness of the 
proposed method.   

1. Introduction 

Alzheimer’s disease (AD) is a neurodegenerative dementia disease. AD patients will experience a progressive loss of cognitive 
abilities such as memory failure and personality changes, which will then be severe enough to interfere with their daily lives (Alz
heimer’s Association 2021; Ma et al. 2020; Tanveer et al. 2020). A most recent report from the Alzheimer’s Association says that more 
than 6 million Americans suffer from AD, which costs $355 billion for health care per year (Alzheimer’s Association 2021). Unfor
tunately, the disease progression is irreversible and still has no cure yet (Gonneaud et al. 2021). Thus, early diagnosis is essential to 
introduce early medical interventions to moderate cognitive decline (Swati, Kumar, and Namasudra 2022). 

Magnetic Resonance Imaging (MRI) is one of the most effective tools for AD diagnoses, as brain damages usually happen long 
before the cognitive symptoms (Pisano et al. 2021). The two most common MRI modalities are structural MRI (sMRI) and functional 
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MRI (fMRI). The sMRI provides the anatomic structure of the brain by tracking physical fiber connections between brain regions. The 
fMRI represents the brain’s cognitive activities through the changes of blood-oxygen-level-dependent (BOLD) signals in brain regions. 
The brain regions are usually divided based on the widely-accepted brain parcellation templates (Destrieux et al. 2010; Gordon et al. 
2016). These brain regions will then be presented as nodes on the brain connectivity graph, while the edges between these nodes will 
be derived from sMRI to produce the structural connectivity (SC) graph or from fMRI to produce the functional connectivity (FC) graph 
(Wang et al. 2022). Each connectivity graph represents the brain from different perspectives. Thus, comprehensively utilizing both 
modalities is the key to identifying high-risk subjects(Sreedevi et al. 2022). In practice, because of the complexity of AD, some subjects 
may cognitively function well but already have brain degenerations, whereas others may not show significant brain damage but 
already start losing memories (Alzheimer’s Association 2021; Gonneaud et al. 2021). Such complexity requires our computation aid 
diagnosis tools to have the ability to comprehensively process and fully utilize the information from both modalities (Veitch et al. 
2019). 

With the fast development of deep learning techniques, the Graph Neural Network (GNN) has become the most widely used method 
to extract information from graphs to perform AD diagnosis. Ma et al. (2020) innovatively proposed an attention-guided deep graph 
neural network to analyze AD data from the sMRI, which can reveal the most relevant brain regions and the essential time point for AD 
progression. Zhu et al. (2022) proposed a dynamic graph convolutional network and made it more interpretable with feature learning 
techniques. Gan et al. (2021) proposed a multi-graph fusion method to explore the common and complementary information between 
functional brain networks. However, these methods only focused on either SC or FC, which do not fully use the comprehensive in
formation from the other modality. 

Recently, several works have been proposed to address the SC and FC coupling problem when analyzing brain networks. Huang 
et al. (2020) proposed an Attention-Diffusion-Bilinear neural network (ADB-NN) by utilizing the innovative attention diffusion map to 
integrate information from both SC and FC, which also refine the node representation through both direct and indirect connections. 
Chu, Parhi, & Lenglet (2018) proposed a joint structural-functional brain network model to recover the under-estimated SC connection 
through FC and improve the anatomical circuit estimation. However, these GNN based methods still have a major drawback of 
negligent the global topological information of the graph’s geometric structure caused by the node aggregation operation (Kipf and 
Welling 2017; Yuan et al. 2021). The aggregation operation is one of the essential operations in GNN, which aggregates the infor
mation from all the neighborhood nodes of each node on the graph to exploit the graph topology. Thus, the local topological infor
mation from each node dominates the extracted information from GNN. 

To preserve the global intrinsic geometry of the brain networks, manifold learning has been introduced to extract the topological 
information from the SC and FC matrices. A manifold is a low-dimensional geometry lying in a high-dimensional Euclidean space (Ke 
et al. 2021; Pennec 2006). Manifold learning assumes that the data samples are lying on a smooth manifold. Thus, any data operation 
should respect the intrinsic geometry and the topological properties of the manifold (Huang and Gool 2017). Ke et al. (2021) proposed 
a deep manifold learning model to analyze the dynamics in the cardiac MRI data. Huang et al. (2021) proposed a geometric deep 
learning model to detect the change points in the functional brain networks. However, these methods only focus on one modality 
without considering the comprehensive information from SC and FC coupling. 

To solve the above issues, a novel Riemannian manifold-based model, called Cross-Modal Riemannian Network (CMRN), is pro
posed. Riemannian manifold is a differentiable geometry equipped with a Riemannian metric, which is a positive-definite inner 
product on the tangent space at each manifold point to formulate the manifold measurements (Huang and Gool 2017; Kim et al. 2021; 
Lin and Zha 2008). The SC matrices are derived from diffusion tensor magnetic resonance imaging (DTI), which are commonly 
Symmetric Positive Definite (SPD) matrices lying on the Riemannian manifold (Arsigny et al. 2006; Pennec 2006; Pennec, Fillard, and 
Ayache 2006). Similarly, the FC matrices are covariance matrices derived from statistical measures such as the Pearson correlation, 
which are also commonly SPD matrices (Brosch and Tam 2013; Huang et al. 2021). Thus, it is natural to exploit the SPD manifold 
properties of Riemannian geometry on SC and FC matrices. To fully equip the Riemannian geometry, the proposed CMRN model 
utilizes the Riemannian network operations proposed in (Huang and Gool 2017), such as the BiMapLayer and the ReEigLayer. Thus, 
the proposed CMRN model will process the SPD matrix on the Riemannian manifold throughout the model and can be trained by 
stochastic gradient descent through backpropagation on Stiefel manifolds (Huang and Gool 2017). 

To ensure cross-modal interactions between SC and FC, a novel cross-modal attention (CMA) mechanism is proposed for the CMRN. 
Inspired by the self-attention mechanism (Vaswani et al. 2017), the proposed CMA will query one modality information with the keys 
from the other modality. Then, the geodesic distance between the query and key is used to estimate how much information should be 
passed by. The proposed CMA also utilizes the Riemannian network operations in (Huang and Gool 2017) to ensure that the overall 
model fully exploits the SPD manifold properties of Riemannian geometry. 

The main contributions of this paper can be summarized as follows:  

1) A novel Cross-Modal Riemannian Network (CMRN) is proposed to simultaneously extract the topological information from both SC 
and FC modalities with respect to their global intrinsic geometries on the Riemannian manifold.  

2) A novel cross-modal attention mechanism is proposed to enable cross-modal interactions on the Riemannian manifold. To the best 
of our knowledge, this is the first work that addresses the SC and FC coupling problem on the Riemannian manifold.  

3) Extensive experimental results and analysis on the Alzheimer’s Disease Neuroimaging Initiative (ADNI) dataset demonstrate the 
effectiveness and efficiency of the proposed method. 
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2. Related works 

2.1. Graph Neural Networks 

Graph Neural Network (GNN) is a type of deep neural network which aims to process irregular graph data through deep learning 
techniques (Peng et al. 2022; Yuan et al. 2021). Nowadays, many state-of-the-art methods are all based on GNNs, such as the citation 
network analysis (Kipf and Welling 2017; Zhu et al. 2017; Zhu, Liu, and Liu 2021), social network analysis (Liao et al. 2022; Wu et al. 
2020), and computer aid diagnosis (Ahmedt-Aristizabal et al. 2021; Yu, Wang, and Zhang 2021; Zhu et al. 2022). The GNNs can be 
roughly classified into two categories (Zhou et al. 2020). One is the spectral-based method, which utilizes the graph Fourier trans
formation to filter the graph signals (Defferrard, Bresson, and Vandergheynst 2016; Kipf and Welling 2017). The other one is 
spatial-based methods, which mimic traditional convolutional neural networks by sampling and aggregating node features from their 
neighborhood (Veličkovic et al. 2018). However, the spectral-based methods rely on local filters, and the spatial-based methods rely on 
local neighborhoods. Both methods are a lake of the ability to handle global graph topologies and their intrinsic geometries. 

2.2. Deep learning on manifolds 

Extending the success from deep learning techniques to the manifold learning field has been a hot research topic in recent years 
because of the unique geometric characteristics of the manifold (Kim et al. 2021; Z. Zhang et al. 2021). Dai & Hang (2021) proposed a 
manifold matching approach for generative modeling, which utilizes the metric learning generator to evaluate the matching geom
etries. Li et al. (2020) proposed a multi-view learning approach on manifolds to retrieve cartoon characters and synthesize new cartoon 
clips. Li et al. (2021) proposed a Manifold Learning-Based method to solve the semi-supervised Hyperspectral Image Classification 
problem. One special manifold is defined on the Symmetric Positive Definite (SPD) matrix space, called Riemannian Manifold. Despite 
many mathematical advantages of SPD algebra, the Riemannian Manifold itself has many advanced properties, such as intrinsic ge
ometry, affine invariance, and similarity invariance, which attract researchers to apply it onto the data naturally being SPD matrices. 

2.3. Multimodal fusion 

Multimodal fusion is a challenging but efficient way to extract comprehensive information from multiple modalities (Hermessi, 
Mourali, and Zagrouba 2021). The fusion process can be roughly divided into three strategies, called early fusion, middle fusion, and 
late fusion (Nagrani et al. 2021). The early fusion starts fusing information at the very beginning of the learning process and usually 
begins right after the feature extraction (Y. Zhang et al. 2021). In contrast, late fusion usually happens at the end of the learning process 
and right before producing the final results (Uppal et al. 2022). Both strategies are not efficient in extracting the cross-modal infor
mation because early fusion mixes all the information at the very beginning, which will introduce unnecessary cross-modal correla
tions and noises. In contrast, late fusion does not fully utilize the cross-modal information in the feature extracting stage, which can 
help learning models extract more task-related features from all the modalities (Nagrani et al. 2021). Thus, middle fusion is the most 

Fig. 1. The Riemannian Manifold. The smooth blue shape represents a Riemannian Manifold (M, g). The green plane TM1 M indicates the tangent 
space of the manifold at point M1. The dotted line is the geodesic between two points M1 and M2, which is the shortest path on the manifold. 
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efficient way, and many approaches have been proposed to address this problem. However, to the best of our knowledge, the middle 
fusion on pure Riemannian manifold is still an unsolved problem. 

3. Method 

3.1. Problem formulation and Preliminaries 

In this paper, the Alzheimer’s disease (AD) diagnosis is formulated into a multimodal classification problem. Given a subject with 
two modalities (S0, F0) and class label y ∈ Y, the goal is to predict the class label ŷ with the most discriminative information extracted 
from both modalities. Here, S0 is the initial structural connectivity matrix, and F0 is the initial functional connectivity matrix. As 
discussed in the introduction section, S0 and F0 can be derived from each MRI modality into Symmetric Positive Definite (SPD) 
matrices, S0, F0 ∈ Sym+, where Sym+ is the SPD space. The rows/columns of the S0, F0 matrices represent the brain regions based on a 
certain brain parcellation template, and the elements inside the matrices represent the corresponding connectivities between brain 
regions. 

Formally, a Riemannian Manifold can be defined as (M, g), where M ∈ Sym+
d is the SPD space with d × d real matrices, g is the 

Riemannian metric defined as the positive-definite inner product on the tangent space TpM at each manifold point p. As shown in Fig. 1, 
the distance between two points on the Riemannian Manifold is the length of the geodesic connecting them. In this paper, we will focus 
on the log-Euclidean Riemannian metric proposed in (Arsigny et al. 2006). Two basic matrix operations with log-Euclidean Rie
mannian metric are logarithmic multiplication ⊙ and logarithmic scalar multiplication ⊛, given by: 

M1 ⊙ M2 = exp(log(M1)+ log(M 2)), (1)  

λ ⊛ M = exp(λlog(M)) = Mλ. (2) 

The distance between points M1 and M2 with log-Euclidean Riemannian metric can be calulate as: 

dist(M1, M2)=‖ log(M1) − log(M2)‖
2 =

(
Trace

(
{logM1 − logM2}

2
))1

2
. (3) 

The proposed Cross-Modal Riemannian Network (CMRN) will use three types of Riemannian network operations introduced in 
(Huang and Gool 2017), named BiMapLayer, ReEigLayer, and LogEigLayer. The BiMapLayer aims to compress the input SPD matrices 
to extract the discriminative information, which is done by a bilinear mapping with a weight matrix Wl at the l layer, where Wl ∈

Rdl×dl− 1 , (dl < dl− 1). For example, the SPD matrix in the structural modality will be compressed by Eq. (4): 

Sl = WSlSl− 1WT
Sl, (4)  

where WSl is the weight matrix of the structural modal at layer l. Then, the ReEigLayer will take the compressed SPD matrix Sl as input 
and do the non-linear transform by Eq. (5). 

S̃l = USlmax(ϵI, Σl)UT
Sl, (5)  

where USl and Σl are aquired by eigenvalue decomposition Sl = UslΣlUT
sl, ϵ is a small threshold to replace the eigenvalue that is smaller 

than it. I is the identity matrix and max(ϵI, Σl− 1) is a diagonal matrix. The diagonal elements of max(ϵI, Σl− 1) will be set to ϵ, if the 
corresponding diagonal element Σl− 1(i, i) ≤ ϵ, otherwise it will remain as Σl− 1(i, i). In this way, the ReEigLayer can prevent the 
transformed matrices from being near the non-positive SPD matrices (Huang and Gool 2017). The LogEigLayer aims to transform the 

Fig. 2. The proposed Cross-Modal Riemannian Network. The fat arrows are all operated on Riemannian manifold. The thin arrows are operated on 
the traditional Euclidean space. The green arrows indicate the information coming from the structural modality, while the yellow arrows indicate 
the information coming from the functional modality. The CMA is the proposed Cross-Modal Attention module, in which the two modalities interact 
with each other on the Riemannian Manifold. 
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SPD matrices on the Riemannian manifold back to the Euclidean space with Sl = Ul− 1logΣl− 1UT
l− 1, where Σl− 1 are the eigenvalues 

calculated by Sl− 1 = Ul− 1Σl− 1UT
l− 1 and the logarithm operation: 

logΣ = U(Diag(logσi))UT =
∑+∞

k=1

(− 1)k+1

k
(Σ − I)k

. (6) 

After the LogEigLayer, Sl will become a vector, and the traditional deep learning layers can be used on it. With all these Riemannian 
operations and layers ready, the proposed CMRN will be introduced in the next section. 

3.2. Cross-Modal Riemannian Network 

Fig. 2 illustrates the proposed Cross-Modal Riemannian Network (CMRN). The MRI image data from each modality will first be 
preprocessed into SPD matrices, S0 and F0. CMRN will take them as the input and then compress these SPD matrices layer by layer by 
the Riemannian network operations. In layer l, the input will be the compressed SPD matrices from the previous layer, Sl− 1 and Fl− 1. 
For each modality, the CMRN will firstly utilize a BiMapLayer to get the compressed SPD matrix Sl with Eq. (4). Then, the ReEigLayer 
will do the non-linear transform with Eq. (5) on compressed SPD matrix Sl. After the non-linear transformation, the current structural 
modal matrix S̃l will be updated by the proposed Cross-Modal Attention (CMA) mechanism to engage with the information from the 
functional modality F̃l. The details of CMA will be introduced in the next section. The updated  Ŝl and  F̂ l by CMA will be the final 
output of layer l. Note that all the operations inside layer l are based on the Riemannian manifold operations, and all the CMRN layers 
except the last layer are all Riemannian network layers. Thus, the proposed CMRN model can fully utilize the geometry characteristics 
of the input SPD matrices at every processing step. 

In the last layer L of the model, the SPD matrices need to be projected back to the Euclidean space to fulfill the classification task, 
which is done by the LogEigLayer with Eq. (6). The vector SL and vector FL will then be concatenated into a long vector and passed into 
a traditional softmax layer to do the final classification. As illustrated in Fig. 2, the Cross-Modal Attention (CMA) mechanism is an 
essential module to enable the proposed CMRN model to do cross-modal interactions and learn the complementary information from 
both modalities. In the next section, a detailed introduction of CMA will be presented. 

Fig. 3. The Cross-Modal Attention (CMA) module. The fat arrows are all operated on Riemannian manifold. Sl and Fl respectively represent the 
output of each modality at layer l. Q∗

l , K∗
l , and V∗

l are the query, key, and value matrices corresponding to the original self-attention mechanism. The 
superscript ∗SF indicates the cross-modal information from structural modality to the functional modality, while the superscript ∗FS indicates the 
opposite cross-modal information. The dist() function is calculating the distance with log-Euclidean Riemannian metrics. The final outputs are the 
updated information with the other modality. 
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3.3. Cross-Modal Attention Mechanism 

The Cross-Modal Attention (CMA) mechanism aims to update the current modality with the cross-modal information from the other 
modality. The proposed Cross-Modal Attention (CMA) mechanism is inspired by the self-attention mechanism introduced in (Vaswani 
et al. 2017). The Eq. (4) shows the original self-attention mechanism. 

Attention(Q,K,V) = softmax
(

QKT
̅̅̅̅̅
dk

√

)

V, (4)  

where Q, K, V are the query, key, and value matrices, respectively. dk is the dimensionality of the key vectors in K, and 1̅ ̅̅̅
dk

√ is the 

scaling factor. A softmax function is applied to obtain the weights on the values. The weight associated with each value vector is 
calculated by querying with the corresponding keys. The output of the self-attention is a weighted value on the value matrix V. 

Similarly, the proposed cross-modal attention is defined as CSF = CMA(QSF, KSF,VSF) and CFS = CMA(QFS, KFS,VFS), where CSF is 
the cross-modal information from structural modality to the functional modality and CFSis the cross-modal information from functional 
modality to structural modality. Obviously, the self-attention equation is built on the Euclidean space and cannot handle the SPD 
matrices. Thus, the Riemmanian manifold network operations are introduced into the CMA module. 

As shown in Fig. 3, to update the current structural modality SPD matrix Sl with the functional modality SPD matrix Fl, a query from 
Fl is perform to Sl, where Sl is the key to answering this query. To enhance the generalization ability, a transformation is performed 
firstly with a BiMapLayer with weight WQl and WKl. Both weights WQl and WKl are set to the same target dimension to ensure the 
transformed SPD matrices are on the same manifold. Formally, this transformation can be written as: QSF

l = WQlFlWT
Ql and KSF

l =

WKlSlWT
Kl. Simultaneously, a query from the structural modality Sl to the functional modality Fl is also performed, with QFS

l = WQlSlWT
Ql 

and KFS
l = WKlFlWT

Kl. Note that QSF
l and QFS

l are sharing the same weight WQl, KSF
l and KFS

l are sharing the same weight WKl. Thus, these 
four SPD matrices will lie on the same Riemannian manifold. Then, the distances between the query and the key matrices are calculated 
on this manifold to estimate the similarities between them. Specifically, the distance scalars are calculated based on the log-Euclidean 
Riemannian metric in Equition (3) : 

dist
(
QSF

l , KSF
l

)
= ‖ log

(
QSF

l

)
− log

(
KSF

l

)
‖2 =

(
Trace

({
logQSF

l − logKSF
l

}2
))1

2
,

dist
(
QFS

l , KFS
l

)
= ‖ log

(
QFS

l

)
− log

(
KFS

l

)
‖2 =

(
Trace

({
logQFS

l − logKFS
l

}2
))1

2
.

We then normalize both distances with 
softmax( dist(QSF

l , KSF
l ), dist(QFS

l , KFS
l )). 

Let λSF and λFSdenote the normalized distance scalars, where λSF + λFS = 1. In this way, λSF and λFS can be considered as the 
percentage of information to be passed from one modality to the other. Before we update the current modality matrix with the cross- 
modal information, a transformation of the values are also done by the BiMapLayer, with VSF

l = WKlSlWT
Kl and VFS

l = WKlFlWT
Kl. Finally, 

the cross-modal attention can be written as follows: 

CSF = CMA
(
QSF , KSF ,VSF) = CMA

(
WQlFlWT

Ql, WKlSlWT
Kl, WVlSlWT

Vl

)

CFS = CMA
(
QFS, KFS,VFS) = CMA

(
WQlSlWT

Ql, WKlFlWT
Kl, WVlFlWT

Vl

)

The structure modality will be updated by functional cross-modal information CFS with: 

Ŝl = Sl + λFS ⊛ VFS
l = Sl + exp

(
λFSlogVFS

l

)
= Sl +

(
VFS

l

)λFS

,

where ⊛ is the logarithmic scalar multiplication defined in Eq. (2). And the functional modality will be updated by the structural cross- 
modal information CSF with: 

F̂ l = Fl + λSF ⊛ VSF
l = Fl + exp

(
λSFlogVSF

l

)
= Fl +

(
VSF

l

)λSF

.

Intuitively, the proposed CMA will introduce less cross-modal information when the cross-modal similarity is high, which avoids 

redundant cross-cross modal information being passed. This is achieved by λSF and λFS in (VSF
l )

λSF
and (VFS

l )
λFS

. Since λSF and λFS are 
percentages of the similarity comparison, which are real values between 0 to 1 and λSF + λFS = 1. The smaller λSF and λFSmeans the 

more similar the query and key pairs. Correspondingly, the (VSF
l )

λSF
and (VFS

l )
λFS

will also be small. 
As discussed in Section 2, the proposed CMA is a middle fusion approach, which can be plugged into any Riemannian layers in 

CMRN. Thus, the model can focus on extracting more modality-specific information in the early layers while utilizing cross-modal 
information in the later layers. When to start cross-modal information sharing is a hyperparameter that needs to be tuned to spe
cific tasks. We will discuss how this hyperparameter impacts the model performance in the Experiment section. 
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4. Experiments 

4.1. Data and Experiment setup 

The data set used in this paper is a partition of the well-known Alzheimer’s Disease Neuroimaging Initiative (ADNI) dataset (Jack 
Jr. et al. 2008), which has a total of 202 sMRI and fMRI pairs. There are 51 Alzheimer’s Disease (AD) samples, 43 Mild Cognitive 
Impairment converters (MCIc), 56 MCI non-converters (MCIn), and 52 Normal Controls. All the sMRI and fMRI images are first 
preprocessed to correct the spatial distortion, strip the skull, remove the cerebellum parts, and then parcellate them into 148 cortical 
regions (Destrieux et al. 2010). The 148 brain parcellation template is attached in the supplementary material. For sMRI, fiber 
tractography is applied to construct the structural connectivity matrices. For fMRI, the Pearson correlations are calculated for each 
brain region pair to construct the functional connectivity matrices. Finally, the disparity filtering method is applied to each matrix to 
guarantee the sparsity and full connection. 

Four binary classification tasks are set up to test the model performance, e.g., AD vs. NC, AD vs. MCI, NC vs. MCI, MCIc vs. MCIn. 
The MCI here refers to the total samples from both MCIc and MCIn. The MCI samples are considered as the high-risk groups, which 
have already experienced some cognitive ability loss such as memory or language but still be able to take care of themselves inde
pendently (Alzheimer’s Association 2021). Thus, the MCIc vs. MCIn will be the most challenging task, as they will have very similar 
patterns in the data. To further test the model’s potential, a multiple class classification task is set up as AD vs. MCIc vs. MCIn vs. NC, 
which will be the most difficult task in the experiments. 

The competing method is called Attention-Diffusion-Bilinear Neural Network (ADB-NN), which is the state-of-the-art method 
addressing the SC and FC coupling problem for brain network analysis (Huang et al. 2020). ADB-NN is a Graph Neural Network based 
method and relies on the proposed attention diffusion map to guide the diffusion process, which can integrate SC and FC and refine the 
node representations from both direct and indirect connections (Huang et al. 2020). However, the ADB-NN still relies heavily on the 
local topological information from the neighborhood nodes, which is an excellent competing method to demonstrate the effectiveness 
of our proposed method. 

The implementation of ADB-NN follows similar configurations in the Epilepsy Classification task (Huang et al. 2020) and is written 
with PyTorch. In the proposed CMRN model, we gradually compress the input matrix by 10% of the initial dimension at each layer. 
Specifically, the input matrices in our experiments are 148×148. Thus, we choose to reduce the matrix dimension by 15 in each layer, 
which means the matrices are compressed into 133, 118, 103, 88, and so on. We stop the manifold operation on the 8th layer, which 
means the output matrices are 28×28. Then, the LogEigLayer is used to project the SPD matrices back to the Euclidean space and a 
conventional softmax layer is used to perform the final classification. The proposed CMRN model is implemented by Geomstats 
package (Miolane et al. 2020) with PyTorch (Paszke et al. 2017) backend. All the models are trained on a deep learning server 
equipped with 4 RTX-TITAN GPUs. 

4.2. Experimental Results 

The diagnosis accuracy on four binary classification tasks are present in Table 1. Both the competing method and our proposed 
method are tested with single modality settings and multimodality settings. The (sMRI) means the model is only trained with the 
structural connectivity matrices, so as (fMRI). The (sMRI+fMRI) means the model is utilizing both SC and FC modalities information to 
perform classification, which will present the full potential of the model. The results in Table 1. are produced by the best hyper
parameter settings of each model with five-fold cross-validation applied to each task. The hyperparameter settings are discussed in the 
next section. 

As shown in Table 1, both models work well on the AD vs. NC task. The performance gains from both modalities is very limited. This 
is because the AD subjects normally have significant structural brain damage and consequently experience cognitive losses, whereas 
the NC subjects normally do not have these problems. For the AD vs MCI and NC vs MCI tasks, both models’ performance has dropped. 
However, the proposed CMRN model still works better with both modalities. This may be because the proposed CMRN model has the 
ability to exchange modality information in a global way, whereas the ADB-NN model can only rely on the local topological infor
mation from neighborhoods and the attention-guided diffusion process. The ADB-NN works slightly better when using only one 
modality on the NC vs. MCI task. This may be because the brain damage is mild for the MCI subjects and most of them can still perform 
daily activities independently. Thus, there may not be significant global damages compared to NC subjects, and it would be better to 
look locally to find the most discriminative information. Both models’ performance significantly dropped on the MCIc vs. MCIn task, 

Table 1 
Performance comparison of the competing methods on different tasks.  

Methods AD vs. NC AD vs. MCI NC vs. MCI MCIc vs. MCIn AD vs. MCIc vs. MCIn vs. NC 

ADB-NN (sMRI) 92.31±7.73 85.78±8.29 86.81±9.74 73.14±9.21 83.41+5.93 
ADB-NN (fMRI) 92.58±8.16 85.50±6.63 85.30±6.88 72.57±10.76 82.63+8.01 
ADB-NN  

(sMRI + fMRI) 
93.43±7.86 86.69±7.68 87.04±9.22 79.91±9.49 84.15+6.57 

CMRN(sMRI) 92.39±7.41 86.98±10.33 85.92±8.57 78.38±6.31 84.09+7.14 
CMRN (fMRI) 92.87±7.06 87.29±8.76 85.13±6.41 77.83±8.40 83.78+5.20 
CMRN (sMRI + fMRI) 93.89±6.32 88.62±8.81 89.83±7.00 84.97±10.11 86.51+7.42  
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which is the most challenging one of the four tasks. However, our proposed model still works consistently better than the competing 
method. This may be because the proposed Cross-Modal Attention mechanism can help distinguish very similar modality information. 

4.3. Ablation Study of Cross-Modal Attention 

Table 1 also demonstrated the effectiveness of the proposed Cross-Modal Attention (CMA) module. Without the CMA module to 
exchange information across modalities, the proposed model can only extract information from a single modal, sMRI or fMRI, which 
results in lower classification accuracies than the model with the CMA module. This performance-boosting with the CMA module is 
consistent across all five tasks. In the most difficult binary classification task MCIc vs. MCIn, this performance-boosting is more sig
nificant than the other three binary classification tasks. The significant performance-boosting is also observed in the multiple class 
classification task, which is a much harder task than the binary classification tasks. Furthermore, compared with the SC and FC 
coupling method in the ADB-NN model in the third line of Table 1, our proposed model achieves much higher overall accuracies across 
all five tasks, which further demonstrates the effectiveness of the CMA module. 

4.4. Starting Fusion Layer 

One very important hyperparameter is which layer to start fusing multimodal information. To investigate its impacts, the proposed 
model is fixed with 8 Riemannian layers and 1 traditional softmax layer. And the model is tested on the most challenging task, MCIc vs. 
MCIn. When the starting fusion layer Lf = 0, it is the so-called early fusion strategy, whereas, when Lf = 8, it is called late fusion. Here, 
Lf controls how the modality information flows across the whole network. As shown in Fig. 4, the model achieves the best performance 
when Lf = 5, which indicates that it is a better strategy to let early layers learn the modality specialized features before mixing the 
cross-modal information. In this way, the model will have a chance to filter out the less useful information in each modality and avoid 
the noisy coupling information between modalities in the later layers. 

4.5. Model interpretation 

To interpret how the model acts on the brain networks, a visualization of the weight activation on the first layer is performed. 
According to Eq. (4) the weight matrix WS0 ∈ Rd0×d1 , (d1 < d0)will compress the initial input matrix into a smaller dimension d1. Thus, 
WT

S0WS0 will get a d0 × d0 matrix as the initial input matrix, which can be interpreted as the importance of the corresponding edge in 
the initial matrix to the final classification. The diagonal elements of matrix WT

S0WS0 can be considered as the importance of the 

Fig. 4. Investigate the impact of starting fusion layer. The horizon axis is the starting fusion layer Lf , which means the CMA module will be applied 
into this layer and all the following layers. The vertical axis is the model accuracy. The markers indicate the average accuracy and the bars indicate 
the highest and lowest accuracy in the cross-validation folds. 
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corresponding brain regions. Thus, we first selected the top 15 nodes from the diagonal elements, which is about 10% of the total 148 
nodes from the brain parcellation template. Then, from all the positive connections between these 15 nodes, we selected the top 25 
edges from the upper triangular matrix of WT

S0WS0, since WT
S0WS0 is a symmetric matrix. Finally, the selected top 15 nodes and the top 

25 edges are projected back to the brain parcellation template and visualized in Fig 5. Similarly, we can interpret the d0 ×d0 matrix 
WT

F0WF0 from the functional modal, as illustrated in Fig 6. 
The region names of nodes in the brain parcellation can be found in the supplementary file. From Fig. 5 and Fig 6, we can see that 

the selected top nodes and top edges are all from the cognitive area and vision area, which align with the current medical findings in 
the AD diagnosis (Alzheimer’s Association 2021). Comparing Fig 5 and Fig 6, although the actual node connections and node 
importance are different between the two modalities, the selected nodes in the frontal lobes and occipital lobes are very similar to each 
other, such as parcellation labels ‘G_cuneus’, ‘G_front_middle’, ‘G_front_sup’, and ‘G_orbital’, which further demonstrates the coupling 
of the two modalities is successfully identified by our Cross-Modal Attention module. 

5. Conclusion 

A novel Cross-Modal Riemannian Network (CMRN) is proposed in this paper to solve the multimodality coupling problem on the 
brain networks for Alzheimer’s Disease analysis. With respect to the global topological geometries, the proposed model works fully on 
the Riemannian Manifold with Riemannian operations to utilize the manifold properties. Moreover, the Cross-Modal Attention (CMA) 
mechanism is proposed to allow the proposed model to perform cross-modal interactions, which helps the model comprehensively 
utilize multimodal information and extract the most discriminative matrices. The proposed CMA also works fully on the Riemannian 
Manifold to cooperate with the proposed model and exploit the manifold properties. Furthermore, the CMA module can be plugged 
into any Riemannian layers to perform middle fusion, which is more flexible in determining when to share the cross-modal infor
mation. Experimental results on the Alzheimer’s Disease Neuroimaging Initiative (ADNI) dataset demonstrate the effectiveness and 
efficiency of the proposed method. 

CRediT authorship contribution statement 

Junbo Ma: Conceptualization, Methodology, Validation, Writing – original draft, Visualization, Supervision. Jilian Zhang: Data 
curation, Writing – review & editing, Validation. Zeyu Wang: Writing – review & editing, Resources, Validation. 

Fig. 5. The interpretation of the structural modality. The nodes represent the brain regions corresponding to the brain parcellation template. The 
size of the nodes represents the importance of the nodes: the bigger, the more important. The lines represent the selected top 25 edges. The color of 
the lines represents the importance of each edge. The color map is from 1 to 25, with 25 (dark red) showing the most important edge. 
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Veličkovic, Petar, Guillem Cucurull, Arantxa Casanova, Adriana Romero, Pietro Lio, and Yoshua Bengio. 2018. “GRAPH ATTENTION NETWORKS.” 12. 
Wang, Lujing, Yuan, Weifeng, Zeng, Lu, Xu, Jie, Mo, Yujie, Zhao, Xinxiang, & Peng, Liang (2022). Dementia Analysis from Functional Connectivity Network with 

Graph Neural Networks. Information Processing & Management, 59(3), Article 102901. https://doi.org/10.1016/j.ipm.2022.102901 
Wu, Yongji, Defu Lian, Yiheng Xu, Le Wu, and Enhong Chen. 2020. “Graph Convolutional Networks with Markov Random Field Reasoning for Social Spammer 

Detection.” Proceedings of the AAAI Conference on Artificial Intelligence34(01):1054–61. doi: 10.1609/aaai.v34i01.5455. 
Yu, Xiang, Wang, Shui-Hua, & Zhang, Yu-Dong (2021). CGNet: A Graph-Knowledge Embedded Convolutional Neural Network for Detection of Pneumonia. Information 

Processing & Management, 58(1), Article 102411. https://doi.org/10.1016/j.ipm.2020.102411 
Yuan, Changan, Zhong, Zhi, Lei, Cong, Zhu, Xiaofeng, & Hu, Rongyao (2021). Adaptive Reverse Graph Learning for Robust Subspace Learning. Information Processing 

& Management, 58(6), Article 102733. https://doi.org/10.1016/j.ipm.2021.102733 
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