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The assessment of accuracy and robustness of multivariate analysis of FDG-PET brain images as presented in
[Markiewicz, P.J., Matthews, J.C., Declerck, J., Herholz, K., 2009. Robustness of multivariate image analysis
assessed by resampling techniques and applied to FDG-PET scans of patients with Alzheimer's disease.
Neuroimage 46, 472–485.] using a homogeneous sample (from one centre) of small size is here verified using
a heterogeneous sample (from multiple centres) of much larger size.
Originally the analysis, which included principal component analysis (PCA) and Fisher discriminant analysis
(FDA), was established using a sample of 42 subjects (19 Normal Controls (NCs) and 23 Alzheimer's disease
(AD) patients) and here the analysis is verified using an independent sample of 166 subjects (86 NCs and 80
ADs) obtained from the ADNI database.
It is shown that bootstrap resampling combined with the metric of the largest principal angle between PCA
subspaces as well as the deliberate clinical misdiagnosis simulation can predict robustness of the multivariate
analysis when used with new datasets. Cross-validation (CV) and the .632 bootstrap overestimated the
predictive accuracy encouraging less robust solutions.
Also, it is shown that the type of PET scanner and image reconstructionmethod has an impact on such analysis
and affects the accuracy of the verification sample.
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Introduction

Small sample sizes in neuroimaging make the extraction of image
features meaningful to the population a challenging task when using
multivariate analyses. In many cases, due to small sample size and/or
other limiting factors (e.g., unavoidable measurement and analysis
errors, using different scanners, protocols, methods, recruitment sites,
etc.), the samples are unlikely to be fully representative of the
populations fromwhich they are taken. Nonetheless, statistical analysis
is frequently performed on those samples to extract some limited
portion of the robust information representative of the populations.
Estimation of a limited number of robust image features (principal
components, PCs) extracted from a sample of 42 subjects (19 NCs and
23 ADs from one European centre) was presented in Markiewicz et al.
(2009). Bootstrap resampling (Efron and Tibshirani, 1993) with the
metric of the largest principal angle1 between PCA subspaces was
used in the estimation. The angle was measured between a PCA
subspace spanned by a given number of PCs obtained from the whole
sample (42 subjects with no resampling) and a PCA subspace spanned
by the same number of PCs from one of the 1000 bootstrap samples,
and thus forming the distribution of the angle. Investigation of the
median and dispersion of the distribution (the narrower and closer to
zero is the distribution the better) indicated that only the first four PCs
can be used in the PCA/FDA discrimination between AD and NC
groups. The same procedure has also been used with SPECT data
(Merhof et al., 2011).
angle measures the angle between two multidimensional spaces
ated to the distance between the spaces. If the spaces are one-
uivalent to the usual angle between two vectors. It is used for
lity/robustness of the resampled PCA subspaces.
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However, as shown in Markiewicz et al. (2009), the .632
bootstrap2 and cross-validation3 predicted highest accuracy (95%
and 97%, respectively) obtained for as many as 10 PCs. However,
single deliberate clinical misdiagnosis4 of each subject of the sample
showed decreased robustness (greater sensitivity to a single misdi-
agnosis) when using more than four PCs, thus confirming that only
the first four PCs could be useful. In this brief article, a much larger
sample, obtained from many American sites, was used to verify the
conclusion that only the first four PCs are reliable.

Methods

An independent verification sample was obtained from the Alzhei-
mer's Disease Neuroimaging Initiative (ADNI) database (http://www.
loni.ucla.edu/ADNI). ThePrincipal Investigator isMichaelW.Weiner,MD,
VA Medical Center and University of California—San Francisco.

All subjects of the sample (166 in total, 86 NCs and 80 ADs)
underwent FDG-PET scans in 36 different American centres. Within
these centres there were different types of PET scanners (i.e., General
Electric Medical Systems: (1) Advance, (2) Discovery HR, (3) Discovery
LS, (4) Discovery RX, (5) Discovery ST; Philips Medical Systems: (1)
Allegro Body, (2) G-PET Brain, (3) Guardian Body, (4) Gemini
TF; Siemens/CTI: (1) ACCEL, (2) ECAT EXACT, (3) HRRT, (4) ECAT
EXACT HR+.) with associated different image reconstruction methods
(filtered back projection (FBP) or iterative methods). Mean age at the
time of PET scan was 75.94±4.61 for NCs and 75.40±6.96 for ADs.
Mean MMSE score for AD patients was 23.56±2.36.

The preprocessing of this sample, including spatial and intensity
normalisation as well as smoothing, were exactly the same as for the
original sample of 42 subjects. Briefly, this consisted of 12-parameter
affine normalisation followed by nonlinear iterative spatial transfor-
mation in SPM5 (statistical parametric mapping, Ashburner and
Friston (1999)) resulting in images with voxel size of 2 mm. The
images were smoothed with a Gaussian with a FWHM of 8 mm. All
images were normalized to the global mean of brain intensities.
(Markiewicz et al., 2009).

The impact of different scanners and reconstruction methods was
assessed by limiting the ADNI test sample to (i) only those scanners
which were very similar or the same to the scanners used in the
original sample (Siemens ECAT EXACT and ECAT EXACT HR) and (ii)
the reconstruction method used in the original sample (FBP). The
number of cases in ADNI sample were: (i) 65 (36 NCs and 29 ADs) for
the matching of scanners and (ii) 50 (22 NCs and 28 ADs) for the
matching of reconstructionmethod, out of a total of 166 subjects from
the available ADNI data.

Results and discussion

The PCA/FDA analysis with all its parameters established on the
small sample was applied to the larger ADNI data. The number of PCs
2 In bootstrap resampling the original sample is resampled with replacement
resulting in training samples of the same size as the original sample. In any bootstrap
sample the probability of a given instance being included is 0.632 which means that on
average 37% of the original sample is not included in the bootstrap sample. The
remaining instances are used for estimating the predictive accuracy over many
bootstrap replications.

3 In CV resampling the original sample is multiply resampled without replacement
by dividing the original sample into a training and validation set. The validation set is a
combination of instances (here one AD and one NC with all possible combinations
being considered) taken out for estimating the average predictive accuracy. Note that
the size of training sample is always smaller than the size of the original sample.

4 In the deliberate clinical misdiagnosis simulation the diagnosis of one subject at a
time is deliberately changed to simulate the limited accuracy of clinical diagnosis and
its impact on the .632 bootstrap predicted accuracy. Since in the original sample there
are 42 subjects the simulation will result in 42 predicted accuracies whose distribution
is informative about the impact of such clinical misdiagnosis. Note, that clinical
diagnosis has limited accuracy and its possible errors should be accounted for in image
analysis.
included in the analysis was varied from 1 to 15 to find those PCs
which give best results. As shown in Fig. 1, the maximum obtained
accuracy for the ADNI test sample (shownwith thick solid black curve
in all three plots) is between the first two and four PCs. Note that the
maximum obtained accuracy (82%) is achieved for a smaller number
of PCs (2 PCs) compared to up to 4 PCs predicted using angles
between PCA subspaces5 (Markiewicz et al., 2009) and more than 10
PCs as predicted with the .632 bootstrap and CV on the original
42-subject sample. The predicted .632 bootstrap accuracy is given in
the top and bottom plots and the CV predicted accuracy is shown only
in the bottom plot in Fig. 1 (Markiewicz et al., 2009). Also, it can be
noticed that the maximum accuracy for the verification sample is
significantly lower than the accuracy predicted by CV and the .632
bootstrap. This may, at least partially, be due to the different age
distribution between the two samples (the average ADNI age is
significantly higher, Haense et al. (2009)).

Further, the greater heterogeneity of the ADNI sample and
different methodological factors of the two samples will also have
an effect on the accuracy. Themiddle plot of Fig. 1 shows the impact of
scanner type and reconstruction method on the accuracy of the
verification sample (curves with the triangular markers). If the
scanner types and reconstruction methods are matched in the
training and verification samples, the obtained verification accuracy
is higher (by 4% for matched scanners and 6% for matched
reconstruction), which means that methods/protocols can have an
impact on such analysis and should be accounted or corrected for
when possible. Notice that the maximum accuracy for the same
scanner type is achieved for the first two PCs whereas for the same
reconstructionmethod themaximum accuracy is achieved for the first
four PCs. Although, the ADNI sample does not have cases with
matching both the scanner type and reconstruction method (for
matching scanners all the ADNI data was reconstructed using iterative
methods whereas the original sample was reconstructed using FBP
only), it is anticipated that the obtained accuracy would be even
higher.

The bottom plot of Fig. 1 relates the results of model (PCA
subspace) selection with the performance of the model in the ADNI
verification sample. Note that both the .632 bootstrap and CV
overestimated the predicted accuracy encouraging higher number of
PCs to be included in the model. However, the results of the
simulation of clinical misdiagnosis shown in the bottom plot
(shown are the median of the distribution of the predicted accuracy
with its range defined as 1.5×IQR of the lower and upper quartiles,
where IQR is the interquartile range) indicate that up to four PCs can
be considered robust (the predicted .632 bootstrap accuracy is out of
the range of the accuracy distribution found through the misdiagnosis
simulation6). It is worth noticing that after the first four PCs the
median of the distribution levels out as opposed to the .632 bootstrap
and CV estimators. Also, the median largest principal angle between
PCA subspaces is plotted in gray in the bottom plot with different
y-axis on the right. The metric of the largest principal angle shows the
rapid loss of robustness of the PCA subspace with more PCs being
included in the model (for the first four PCs the angle already exceeds
50∘). Comparing the results of the .632 bootstrap and CV accuracy
estimators with the ADNI accuracy it appears that in this case the
number of PCs could also be chosen based on significant improvement
in the predicted accuracy when using the .632 bootstrap or CV.
5 Although it was found using the metric of angle between PCA subspaces that up to
4 PCs can be regarded as robust, the metric however, does not indicate how useful PCA
subspaces are for a given task of classification. For instance, third and fourth PCs in this
case may be robust but of no or little use for discrimination between NCs and ADs.

6 Note that the clinical misdiagnosis simulation provides complimentary informa-
tion to that of CV and .632 bootstrap estimators. The simulation is not used for
accuracy estimation but rather for assessing the robustness of the predicted accuracy.
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Fig. 1. Top: Accuracy, sensitivity and specificity of the PCA/FDA discrimination analysis trained on the original sample of 42 subjects (grey) and verified on the ADNI sample (black).
Middle: Accuracy of the ADNI sample with matched scanner type and reconstruction method to that of the original sample. Bottom: Model selection using CV, the .632 bootstrap, the
largest principal angle between PCA subspaces (median angle shown) and deliberate clinical misdiagnosis simulation (shown are the median with the range of the dispersion of the
accuracy distributions). The performance of the different metrics derived from the original 42-subject sample are compared with the accuracy of the model in the ADNI sample for
each choice of the number of PCs.
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Conclusion

The verification with the larger and heterogeneous ADNI dataset
supports the findings obtained with bootstrap resampling and the
metric of the largest principal angle applied to the small sample of 42
subjects that only the first four PCs can be regarded as robust and
useful for future statistical analysis (Markiewicz et al., 2009).
Although, the maximum accuracy for the whole verification sample
is achieved for the first two PCs the first four PCs may be still
considered for image analysis since for the same scanner type the
maximum accuracy is achieved for the first four PCs. It has been
shown that the scanner type and reconstructionmethod can affect the
analysis resulting in higher accuracies if such methods are matched.
Additionally, standard cross-validation or the .632 bootstrap estima-
tors can fail in cases of small sample size as such samplesmay not well
represent the population suggesting that resampling with more
refined metrics would have to be used.
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