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Abstract—Many classical machine learning techniques
have been used to explore Alzheimer’s disease (AD),
evolving from image decomposition techniques such as
principal component analysis toward higher complexity,
non-linear decomposition algorithms. With the arrival
of the deep learning paradigm, it has become possible
to extract high-level abstract features directly from MRI
images that internally describe the distribution of data in
low-dimensional manifolds. In this work, we try a new ex-
ploratory data analysis of AD based on deep convolutional
autoencoders. We aim at finding links between cognitive
symptoms and the underlying neurodegeneration process
by fusing the information of neuropsychological test out-
comes, diagnoses, and other clinical data with the imaging
features extracted solely via a data-driven decomposition
of MRI. The distribution of the extracted features in differ-
ent combinations is then analyzed and visualized using
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regression and classification analysis, and the influence
of each coordinate of the autoencoder manifold over the
brain is estimated. The imaging-derived markers could then
predict clinical variables with correlations above 0.6 in the
case of neuropsychological evaluation variables such as
the MMSE or the ADAS11 scores, achieving a classification
accuracy over 80% for the diagnosis of AD.

Index Terms—Alzheimer’s disease, deep learning, convo-
lutional autoencoder, manifold learning, data fusion.

I. INTRODUCTION

A LZHEIMER’S Disease (AD) is the most common type
of neurodegenerative disease in the world, affecting more

than 5% of the population in Europe [1] and with an incidence
of 11.08 per 1000 person-years. With a yet unknown aetiology,
current diagnosis of AD often depend on clinical history and
the outcomes of widely extended neuropsychological tests such
as the Mini-Mental State Exam (MMSE) that, according to re-
cent studies [2], [3], may add confounding information to the
procedure of diagnosis. Therefore, understanding the disease
progression as well as studying and standardizing new disease
markers is paramount [4].

Substantial advances in the technology used for neuroimaging
can now track neurodegeneration even before the development
of full-blown dementia [5]. However, the prodromal stages of
AD are often confused with the cognitive decline associated
with age or other diseases, in what is commonly known as Mild
Cognitive Impairment (MCI). Longitudinal studies, such as the
Alzheimer’s Disease Neuroimaging Initiative (ADNI) [6], the
Open Access Series of Imaging Studies (OASIS) [7] or the
Dominantly Inherited Alzheimer Network (DIAN) [8] combine
Magnetic Resonance Imaging (MRI), biological and cognitive
markers to study these stages and observe which of the MCI
affected subjects convert to AD.

These initiatives have largely contributed to the validation
of computational analysis methodologies. Processing pipelines
that combine spatial and intensity normalization and feature
extraction, such as FreeSurfer [9] or Statistical Parametric
Mapping (SPM) [10] are now commonplace. Structural and
functional features are frequently used in differential diagno-
sis studies with great success [3], [4], [11], [12] and, together
with the rise of Machine Learning (ML) methodologies, there
are now complete systems that can recognize patterns asso-
ciated with the diseases using automated feature extraction
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[13]–[16], selection [17]–[20] and classification algorithms
[21]–[25]. However, very few of them [13], [26] try to un-
derstand the relationship between test results, biomarkers, and
structural changes in the brain, which are critical to validating
diagnoses.

The revolutionary framework provided by Deep Learning
(DL) architectures and the technological advances in computa-
tion have been key to biomedical image processing, as shown
by different strategies using dense networks [27], two and three-
dimensional convolutional neural networks [28], [29], residual
nets [30], and many other examples [31], [32]. Among all of
them, Autoencoders (AEs) [33], [34] have a very interesting
feature: they can model the manifold of a dataset in a self-
supervised way, which has successfully been applied to psychi-
atry [32], breast cancer [34] or AD [35]. Convolutional Autoen-
coders (CAEs) extends this architecture by using convolutional
layers that can extract data-driven features directly from three-
dimensional maps, making them optimal for image processing.

This work begins with the hypothesis that the underlying
structure of an MRI image database is related to the progres-
sion of AD. By applying a CAE to model the dataset, we aim
to predict clinical and neuropsychological scores as well as the
progression of patients with cognitive impairment to dementia.
This self-supervised decomposition of the original data could
reveal an underlying manifold structure that correlates to other
types of data such as biological markers (ApoE, Tau protein)
or neuropsychological assessments, as well as a clear associa-
tion to the traditional clusters: AD, MCI and Healthy Controls
(CTLs). The main contributions of our work can be summarized
as follows: (1) To the best of our knowledge, this approach is the
first to directly apply–without prior extraction of features–deep
convolutional feature representation methodologies to full MRI
images in such a massive dataset. (2) Our approach not only
provides classification into traditional AD clusters, but studies
the relationship between the resulting manifold and a wide va-
riety of clinical variables. (3) Of all deep image decomposition
algorithms, it achieves the best performance in AD prognosis
(AD conversion in MCI patients) with such large population.
(4) It provides a novel model for visualizing the brain regions
most influenced by each manifold coordinate that, when com-
bined with neuropsychological tests, provides more information
on how and where structural degeneration relates to the cogni-
tive decline of dementia.

II. MATERIALS AND METHODS

A. Dataset

1) ADNI Dataset: Data used in the preparation of this article
were obtained from the ADNI database (adni.loni.usc.edu). The
ADNI was launched in 2003 as a public-private partnership, led
by Principal Investigator Michael W. Weiner, MD. The primary
goal of ADNI has been to test whether serial MRI, other other
biological markers, and clinical and neuropsychological assess-
ment can be combined to measure the progression of MCI and
early AD. In this article we have used a standard cohort: the
“ADNI1:Complete 2Yr”, containing a 2 year follow-up of the
patients (every 6 and 12 months for MCI and CTL respectively)

with assessments of cognitive function and MRI acquisitions
(for further details visit www.adni-info.org). Information about
MCI Stable (MCIS) and MCI Converters (MCIC), which respec-
tively remain within MCI or convert to AD during the study will
also be used. Since neurodegeneration is sadly not reversible,
MCI-to-CTL and AD-to-MCI regression were considered pos-
sible mislabelling, and consequently excluded, resulting in a
set of 2182 T1-weighted MRI images from 479 subjects (see
demographics at Table I).

Other data from the dataset were also used; variables such
as Age, Tau protein concentration in Cerebro-Spinal Fluid
(TAU), presence of the Apolipoprotein E - ε4 (ApoE4) variant,
the MMSE [6] or the Alzheimer’s Disease ASsessment Scale
(ADAS)-cognitive subscale (ADAS-cog, in 11 and 13-question
variants, ADAS-11, ADAS-13 and ADAS-Q4) [36], and Clini-
cal Dementia Ratio (CDRSB) will be used as output variables
in the regression model.

2) Data Preprocessing: These images were spatially nor-
malized to the standard TPM template using the SPM12 soft-
ware [10] new Normalize with default parameters (non-rigid,
preserve concentrations). In this work we will use Normalized
(Norm) MRI images (no skull stripping), segmented Grey Mat-
ter (GM) and White Matter (WM) maps.

Further preprocessing has been applied to the MRI maps,
in order to adapt them to the needs of the neural networks
used. Due to memory and computational requirements, we have
downsampled the input images by a factor between 1.5 and 3,
to obtain final maps of size 64 × 64 × 64. GM and WM maps
are already in the intensity range [0, 1], but in the case of Norm
images, we have to perform a intensity normalization procedure.
To do so, we have used the so-called ”integral normalization”
[29] in which the whole array of intensities of the image I
is divided by the average value of the whole image array I,
obtaining a new map I′ = I/I.

B. Convolutional Autoencoders

In 2012, a major breakthrough in image analysis and pro-
cessing occurred: the consolidation of Convolutional Neural
Networks (CNNs) [27]–[29], [37]. Since then, its usage has
dramatically increased, displacing the once-dominant dense-
connected networks, such as the Multi-Layer Perceptron (MLP)
[38]. The CNN paradigm introduces not only convolutional lay-
ers, but a whole new set of layers and algorithms that allow
faster and more accurate models, among them the use of pool-
ing, transpose convolutions or batch normalization [39], among
others.

For its part, the AE architecture, a type of encoder-decoder ar-
chitecture that minimizes the reconstruction error, have consis-
tently been used for feature extraction and manifold modelling
[33], [40]. These networks combine a encoder f(x) and a de-
coder g(x) network where the latter is typically the inverse of the
former, connected via the Z-layer, a bottleneck fully-connected
layer with Z neurons. Given a set of samples X = {xi ∈ RD}
of dimension D, the AE learns a low-dimensional representation
of the dataset in the Z-layer zi ∈ RZ , that can be seen as the
definition of a new manifold–the Z-manifold–and minimizes
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TABLE I
DEMOGRAPHICS OF THE ADNI DATASET

Fig. 1. Schema of the autoencoder architecture proposed in this work to model the underlying structure of the ADNI dataset, and the usage of the
Z-layer features in classification and regression.

the reconstruction error between the input of the encoder x and
the output of the decoder x̂ = g(f(x)). In this work, we use
the Mean Squared Error (MSE) as reconstruction error between
the input image I and the reconstructed image at the output
Îi = g(f(Ii)) (see Figure 1):

L =
1
N

∑

i

(Ii − g(f(Ii)))2 (1)

Here, the output of each neuron at the Z-layer, or Z-features
are computed for the i-th subject as:

zi = f(Ii) → zi ∈ RZ (2)

and can be seen as the coordinates of each subject in the
Z-manifold. In this work, they will be used as features in clas-
sification as well as to model the topology of the dataset.

In this work we use a convolutional AE, the CAE, particular
type that uses all convolutional layers except for the Z-layer.
This is a reasonable approach, since convolutional layers have
many advantages over typical dense-connected networks, which
include position-invariance–due to the combination of filters
in the convolution and the pooling step–, or smaller memory
requirements due to parameter sharing. It also allows us to use

the volumetric image set as input I = {Ii ∈ R64×64×64}. Most
pooling layers, however, have been lately replaced by newer
approaches in CNNs, such as the use of convolutions with stride,
which provide similar results without loss of information [41].

Typical CAEs use dense layers at the end of the encoder
and the beginning of the decoder to interface with the Z-layer.
In this work, however, we replace the output of the encoder
with a Global Average Pooling (GAP) layer [42], [43], which
has proven to have less global overfitting and faster conver-
gence while drastically reducing the number of parameters
[42], achieving similar classification performance than other
approaches but larger performance for localization of objects
[44]. Following this approach, each of the neurons at the GAP
layer will focus on a different cluster, allowing for a better dis-
crimination of brain regions.

In all other cases, we have removed the dependency on pool-
ing layers by using convolutions with stride (S) and convolution
transpose layers. S controls the overlapping of the receptive
fields of each neuron (typically S = 1) but larger S is analo-
gous to the combination of convolution + pooling [41] without
performance loss. In Figure 1, the layer name convention is:
Conv_# (P,K), and if S �= 1, the stride is also presented.
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Most layers used Rectifier Linear Unit (ReLU) activation:

frelu (z) = max(0, z) (3)

except for the Z-layer, which used linear activation for a better
modelling of the Z-manifold. Batch normalization was used to
accelerate convergence, also acting as a regularizer [39].

The whole CAE was trained using the RMSprop optimization
algorithm [45] (with learning rate 0.001, ρ = 0.9 and no decay
or ε). It took an average 4791.692 seconds with Standard De-
viation (SD) of 27.46 in performing a whole 20-epoch training
with the normalized I = {Ii ∈ R64×64×64}2182

i image dataset
on a Nvidia GTX 1080Ti GPU. We used the Keras library over
Tensorflow with some custom modules.

C. Evaluation

1) Experimental Setup: In this work we assess the relations
between the underlying structure of the dataset, neuropsycho-
logical test scores, biological markers and the current diagnosis
categories. To do so, we define two experiments:

- Experiment 1: Classification into traditional AD clusters un-
der two scenarios: AD vs CTL, which includes all images
labelled as CTL and AD; and MCIC vs MCIS, which uses
the latest available image of each MCIS subject, as well as
the latest image of each MCIC subject prior to its conversion
to AD. This last scenario implies a greater difficulty of clas-
sification, given that the last acquisition of the MCIS is more
affected by ageing. Different supervised learning algorithms
were used:
• A linear Support Vector Machine Classifier (SVC),

as implemented in LibLinear [46]. SVC is a non-
probabilistic binary classifier used in numerous recent
works [13], [17], [19], [22], [24], [25], [47]. In this work
we used it twice. First, as a baseline following the Voxels-
As-Features (VAF) approach [48], where all voxel in-
tensities in the image (more than 250,000) are used as
features. Then, trained and tested on z, in what we call
CAE-SVC.

• A neural classifier based on a MLP [38], with 2 hidden
layers of 64 neurons and ReLU activations, trained and
tested on z (CAE-MLP). The output layer contains 2
neurons with softmax activation. Dropout with p = 0.5
was added to prevent overfitting, and Batch Normalization
for convergence.

- Experiment 2: Prediction of neuropsychological tests and
other clinical variables using neural regression: a MLP with
two hidden layers of 64 neurons. Again, we used ReLU ac-
tivation, batch normalization and dropout with p = 0.5, and
one neuron (linear activation) at the output layer.

Additionally, we provide visual aid for interpreting the man-
ifold by plotting the subjects in the CAE space. The influence
of each neuron is estimated via a linear model (see Sec. II-C3),
and those most correlated to the clinical variables are studied in
more depth.

2) Performance Estimation: For experiment 1, 10-fold strat-
ified cross-validation was used to estimate the generalization

ability of our methodology [49]. Mean and SD of the cor-
rect rate, sensitivity and specificity, and the total balanced
accuracy and F1-score are presented. The actual error up-
per bound is estimated via the procedure found in [50] that,
for any model f(x), the difference between the actual er-
ror and the re resubstitution error is bounded by the actual
risk |Pact(f(x)) − Pemp(f(x))| ≤ γemp for any significance
η < 0.05. Therefore, the actual risk can be computed as:

γemp ≤
√

1
2l

ln
(

N

η

)
(4)

where l is the sample size and N is defined [50] as:

N(l, Z) = 2
Z−1∑

k=0

(
l − 1

k

)
(5)

In experiment 2, the error between the original target vari-
ables yi (neuropsychological scores or other clinical mark-
ers) and the model outputs ŷi was measured via the MSE( 1

N

∑
i(ŷi − yi)2

)
. The Pearson’s Correlation Coefficient

(PCC) and the Coefficient of Determination (R2) were also
used to estimate correlation and regression performance. The
PCC measures the linear correlation between y and ŷi :

PCC =
∑

(yi − μy )(ŷi − μŷ )√∑
(yi − μy )2(ŷi − μŷ )2

(6)

where μy and μŷ are the means of all yi and ŷi respectively.
The R2 explains the proportion of variance in the target vari-

ables that is explained by the model outcomes ŷi :

R2 = 1 −
∑

i(yi − ŷi)2
∑

i(yi − μy )2 (7)

3) Visualization of Area of Influences (AoIs): We have de-
veloped a technique to visualize the AoIs of each neuron in
the image space using a linear decomposition model similar to
Principal Component Analysis (PCA). Since the MRI images
are normalized in the image space, this assumption is not far-
fetched, and the AoIs can be approximated as a projection from
a flattened–vectorized–image space Ī = {Īi ∈ R262144} to the
CAE space Z = {zi ∈ RZ }, so that Z = WĪ, where W is the
projection matrix. Assuming this model, W can be computed
using the Moore Penrose inverse, or pseudo-inverse, of the data
matrix Ī+ :

W = ZĪ+ (8)

In this model, the ith column of W contains the coefficients
that transform an image to the ith coordinate of the Z-space.
By displaying this unitless vector over a brain template, we can
visualize the AoIs of each neuron–the basis of each coordinate
of the Z-layer manifold–, and identify the brain regions under
its influence.

III. RESULTS

A. Experiment 1: Classification

In this experiment we evaluate the ability of the features
extracted by the autoencoder at the z-layer when used to
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Fig. 2. Evolution of the accuracy (and its SD over the cross-validation
folds) of the AD vs CTL setting when varying the number of neurons in
the Z layer.

distinguish between classes in the dataset. First of all, in
Figure 2 we explore how the performance of a binary clas-
sification (AD vs CTL) varies when changing the number of
neurons Z at the Z-layer for each tissue map. This is shown for
the SVC classifier, although the for the MLP are similar.

We observe that, independently of the tissue map, the discrim-
ination capacity of the autoencoder increases first with Z and
then it stabilizes after a certain Z. This occurs approximately at
Z = 20 for GM, Z = 5 for WM and Z = 18 for Norm images.
For comparing purposes, we will use Z = 20 throughout the
rest of this section, in order to compare the performance of the
resulting manifold.

The performance of the different scenarios for Z = 20 is
shown at Table II. From this table, we observe that under all
scenarios, GM and WM maps achieve better performance in
SVC than the MLP. Best values in the AD vs CTL scenario are
obtained, as expected, with the GM tissue maps, closely fol-
lowed by WM. We can then confirm that the subjects in the Z
space defined by the autoencoder form fairly separate clusters,
obtaining precisions higher than 84%. The resubstitution error
for GM is 0.139 which sets, according to [50], the upper bound
for the actual error to 0.333, proving that the new space is repre-
sentative of an underlying structure of the disease. Surprisingly,
Norm images achieve very low correct rates with both the clas-
sifiers compared to VAF performance, which may be due to a
larger heterogeneity in the source images as they include other
tissues. The superior bounds for the WM and Norm actual error
are 0.487 and 0.490 respectively.

B. Experiment 2: Regression Analysis

In this experiment, we observe how the Z-features correlate
with other data sources, such as clinical data. As in the previous
experiment, Figure 3 shows how the performance (PCC and
SD) varies with Z for each of the tissue maps and the different
clinical variables and cognitive scores used.

From Figure 3, we arrive at a similar conclusion: the PCC
with these variables increases with n_comp until approximately
Z = 20. Since performance at this point is reasonably opti-
mal (despite local maximums in the surrounding area), we will
also use this value to maintain consistency with Experiment 1.
Regression performance for the variables ADAS-11, ADAS-13,

ADAS-Q4, age, ApoE4, CDRSB, MMSE and TAU are provided
at Table III.

We observe that the best-scoring tissue map is by far GM.
It correlates better than any of the other maps with all clini-
cal variables. The highest correlation (0.638 and R2 = 0.381)
is with the ADAS-11, closely followed by other ADAS-cog
measures, CDRSB and MMSE; in short, all variables related to
the progression of AD and cognitive state except for ApoE4,
which is hardly correlated to any map type. This proves a link
between GM structure and cognitive state consistent with the lit-
erature. Highest correlation in WM is found with Age (0.396 and
R2 = 0.141), followed by ADAS-cog, CDRSB and even MMSE.
The case of Norm images is more particular, since the highest
correlation is found again with Age, but very small correlations
are found with the remaining variables.

IV. DISCUSSION

The CAE architecture used in this article has many advantages
over other feature extraction methodologies. It is a complete
data-driven approach; self-supervised so that the final result is
guided only by the particularities of the data set, without prior
assumptions, and very little pre-processing is required. It inte-
grates a self-supervised recognition system (the convolutional
layers) and an underlying logic (the dense layers) that, when
combined, can model the manifold structure in a dataset. The
non-linear nature of the neural networks [51] makes it possible
to model more complex relationships without prior assumptions
as in the case of kernel decomposition. In addition, by not re-
quiring vectorization of each image, and thus maintaining the
proximity restrictions of a matrix of three-dimensional images,
it is more suitable for processing brain images, in contrast to
other widely used decomposition methods such as PCA [29],
[52].

The CAE trained with each tissue dataset (GM, WM and
Norm) defines a new space to which the brain maps can be pro-
jected from their original image space. This allows us to explore
the non-linear manifold structure contained within, and relate
them to other variables used in clinical practice. We are going
to focus on the combinations that allow for a better character-
ization of AD, as measured by the dementia scales, as well as
other biological markers such as TAU.

First, in Figure 4, we display the distribution of the output
of each neuron at the Z layer using a letter-value plot [53], a
more detailed boxplot for large datasets. By analysing the most
discriminant dataset, the one containing the tissue GM, it is
possible to see differences between the images belonging to the
traditional classes AD in most neurons. The greatest differences
are located in neuron 14, followed by neurons 2, 3 and 10, which
also show large differences in the mean. Therefore, we can
assume that these neurons contain relevant information about
the structure of the disease.

The high correlation of the Z-layer features with some clini-
cal variables can be illustrated by plotting the values of the most
discriminating neurons in GM, namely 14 and 3. Figure 5 shows
how the different images are projected in the two-dimensional
space of the two neurons, and how they relate to the ADAS-13
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TABLE II
PERFORMANCE OF THE MODELS WITH DIFFERENT SCENARIO AND TISSUE MAPS (Z = 20). BEST SCORING COMBINATIONS ARE HIGHLIGHTED

Fig. 3. Evolution of the PCC when varying the number of neurons in the Z layer.

TABLE III
REGRESSION RESULTS FOR DIFFERENT CLINICAL VARIABLES AND Z = 20. HIGHEST CORRELATIONS PER VARIABLE AND MAP ARE HIGHLIGHTED

score, colour-encoded. The image depicts larger ADAS scores
at the top left corner, and lower values in the bottom right cor-
ner, which proves that there exist a direction in the data-driven
Z-space related to the disease progression.

To explore the regions that better classify AD, we estimate
the AoI of each neuron. Since it is the most correlated with
disease progression, in Figure 6 we show the AoIs of the 14th
coordinate of the Z-layer (neuron 14) trained with GM maps.
That figure also depicts the PCC values obtained by that feature
and different statistical tests.

Regions traditionally linked to the progression of AD are
highlighted, such as parts of the temporal and parietal lobes
[54], [55], as well as a shrinkage of the cerebellum, usually
associated with age. This emphasizes the utility of the AoI in
linking the underlying structural causes of neurodegeneration to
the magnitude of a coordinate in the Z-manifold through other
types of data, such as neuropsychological evaluations or other
biological markers.

In Figure 7 we can check that other neurons, such as 7 and 17,
are more correlated respectively with age (in which the effect is
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Fig. 4. Distribution of output values per class and neuron of the Z layer in the GM dataset.

Fig. 5. Manifold distribution of activations of the Z-layer in relation to
the ADAS-13 score of each subject and visit.

focused on the frontal and occipital lobes and the cerebellum) or
even tau protein (also concentrated at the cerebellum, but also
more spread over the parietal lobe, areas of the frontal lobe, the
caudate nucleus and the thalamus), which has also been verified
in the literature [54].

Therefore, if the different types of data are effectively re-
lated, shedding new light on the relationships between clinical
and neuropsychological variables and self-driven decomposi-
tion of the CAE, it is possible to assume that this decompo-
sition can also be used in classification, as demonstrated in
Experiment 1. To contextualize the results of the classifica-
tion we have used three recent works in the literature. Firstly,
we used the methodology based on Spherical Brain Mapping
(SBM) [13], a technique that projects a two-dimensional map
from the three-dimensional MRI volumes, representing radial
statistical texture values. In this approach, both classification
and regression were used. Secondly, the approach proposed in
[35], where a Stacked Autoencoder (SAE) was applied to re-
gional GM tissue Low Level Features (LLFs), and the resulting
features were used in classification. Finally, to the model in [26],

Fig. 6. AoI of neuron number 14 (in GM). PCCs (and uncorrected
p-values) for the coordinates in this neuron; ADAS-13: 0.40 (5 ·
10−80 ), ADAS-11: 0.39 (3 · 10−76 ), ADAS-Q4: 0.36 (9 · 10−62 ), MMSE:
-0.40 (4 · 10−77 ), ApoE4: 0.18 (7 · 10−14 ), TAU: 0.06 (1.00), CDRSB:
0.38 (3 · 10−72 ), Age: 0.08 (0.20).

where the authors proposed a PCA decomposition of GM MRI
images, and used the extracted features to create a regression
model that predicts MMSE yearly changes. These results are
found at Table IV.

Notable differences between class were found when using the
Z-layer features, leading to larger classification performance in
the AD vs CTL scenario, especially when using GM tissue,
but also with the segmented WM maps. We observe that our
methodology improves the VAF baseline performance as well
as the one obtained by the SAE features, which confirms that
this is mainly due to the distribution of the self-extracted fea-
tures of the CAE at the Z-layer, which is more optimal than
the SAE. The actual upper error bounds for these tissues also
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TABLE IV
COMPARISON BETWEEN OUR PROPOSED CAE-BASED CLASSIFICATION AND REGRESSION PERFORMANCE (ACCURACY AND PCC RESPECTIVELY)

AND OTHER METHODOLOGIES FOR CLASSIFICATION [13], [35] AND REGRESSION [13], [26] IN THE LITERATURE. ALGORITHMS MARKED
WITH A STAR SYMBOL USED A DIFFERENT DATASET. IF NOT STATED, GM FEATURES ARE USED

Fig. 7. Three-dimensional representation of the overlapping of the AoIs
of a couple of neurons that are more correlated with other clinical vari-
ables, such as Age (neuron 7) or Tau protein (neuron 17). PCC of these
features and Age and Tau are respectively shown below each figure.

corroborate this. A similar behaviour is repeated with the MLP,
which confirms that this is mainly due to the distribution of the
self-extracting features of the CAE in the Z layer, and hardly
depends on the classifier used. However, [35] reports higher ac-
curacy for the LLF+SAE features. Here, it is important to note
that while [13] uses a similarly big dataset, [35] is using a much
smaller ADNI subset (202 subjects, approx. 50 per class). And
furthermore, the images in this work were downsampled (see
Section II-A2) by a factor of 3, which could lead to some in-
formation loss. However, our results are still good and improve
some of the approaches in the bibliography, which means that
the CAE features are significant for the differential diagnosis of
AD.

A relevant contribution of this work is regression analy-
sis (Experiment 2). Here we study the correlation between
pure imaging characteristics and other clinical variables. The
procedure has rarely been performed [13], [26], although it is

crucial for validating diagnoses and developing a deeper under-
standing of the neurodegeneration process. In this regard, the
largest PCC achieved by GM maps (0.638 and R2 = 0.381)
with the ADAS-11 measure, similar to correlations with SBM
features, hints at the probable link between the extracted CAE
features and the cognitive state. PCC of our method with MMSE
is also large, although smaller than the PCA-based [26]. How-
ever, these results must be taken with caution, since, as the
authors themselves acknowledge, no separate test set or cross-
validation has been used, and therefore, the performance might
be overestimated. The differences between GM and WM (also
with Norm) are larger in the case of regression. The is coherent
with the literature, since AD is known to affect first GM and
later progressing to WM [56].

There exist a big difference of performance when using the
Norm maps. A more complex imaging, involving different in-
formation encoded in grey levels can have an impact over the
performance, but this would also impact the baseline VAF. The
use of integral normalization and the inclusion of the skull and
other tissues can be a potential confounding effect. The latter is
confirmed when looking at Figure 8, where we can observe that
most of the AoIs are localized at the skull and Cerebro-Spinal
Fluid (CSF). So, it is possible that the heterogeneity found in
skull shape and size can be the main confusion factor for the
CAE decomposition when applying the CAE to normalized im-
ages. Increasing Z did not help to increase the performance
either, as it can be seen at Figure 3. Therefore it is possible that
other approaches, such as using skull-stripping, another inten-
sity normalization procedure or changing the architecture (for
example, to use denoising or sparse AEs) could improve the
performance in the Norm images.

Overall, the demonstrated links between the data-driven de-
composition performed by the CAE and different clinical and
neuropsychological variables provides us with a new tool to
study neurodegeneration in AD. The Z-manifold was useful in
predicting classes and clinical variables, at the same time that
the patterns and regions that influence the features are consistent
with the well-known process of brain atrophy. The fact that fea-
tures that are automatically extracted, without prior knowledge
of the disease, correlate well with clinical examinations could be
used to provide greater assistance in the diagnosis of dementia,
as well as a deeper understanding of the structural processes of
neurodegeneration and how they relate to cognitive impairment,
paving the way for new sets of imaging biomarkers useful in
clinical practice.
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Fig. 8. AoI of neuron 0 in Norm maps. PCCs (and uncorrected p-
values) for ADAS-13: 0.10 (2 · 10−6 ), ADAS-11: 0.11 (1 · 10−7 ), ADAS-
Q4: 0.07 (2 · 10−3 ), MMSE: -0.11 (4 · 3−7 ), ApoE4: 0.01 (0.6), TAU: 0.07
(0.1), CDRSB: 0.12 (1 · 10−8 ), Age: -0.06 (4 · 10−3 ). Note that the AoIs
are mainly placed outside the brain and mostly over the skull.

V. CONCLUSION

Alzheimer’s disease is the most common neurodegenerative
disease in the world. While its underlying processes are begin-
ning to be understood, new methodologies are needed to provide
a new perspective on the disease and its diagnosis. The use of
image biomarkers is key in current clinical practice, and nu-
merous automatic diagnostic systems exist. The deep learning
revolution has provided us with new tools that can automat-
ically extract image characteristics without prior assumptions
about the underlying process. In this paper we proposed a deep
convolutional autoencoder (CAE) architecture, a tool that can
perform an automatic non-linear decomposition of a very large
dataset (over 2000 images). The data-driven features extracted
with this technique have been largely related to other clinical
and neuropsychological variables, showing large correlations
(greater than 0.63) with clinical variables such as age, tau pro-
tein deposits and especially neuropsychological examinations. It
has also been useful in the differential diagnosis of Alzheimer’s
disease with an accuracy of over 84%. The visualization of the
areas of influence of each neuron, together with the correlation
of these scores with clinical variables, provide information on
the regions most affected by disease progression and how they
are related to cognitive decline. Therefore, our CAE system can
be used effectively to aid in the diagnosis of dementia, as well
as to provide a new understanding of the relationships between
structural damage and cognitive capacity, as measured by these
neuropsychological tests, paving the way for new sets of imag-
ing biomarkers useful in clinical practice.
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