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A B S T R A C T

Fluid-Attenuated Inversion Recovery (FLAIR) MRI are used by physicians to analyze white matter lesions (WML)
of the brain, which are related to neurodegenerative diseases such as dementia and vascular disease. To study the
causes and progression of these diseases, multi-centre (MC) studies are conducted, with images acquired and
analyzed from multiple institutions. Due to differences in acquisition software and hardware, there is variability
in image properties, which creates challenges for automated algorithms. This work explores this variability,
known as the MC effect, by analyzing nearly 5000 MC FLAIR volumes and proposes an intensity standardization
framework to normalize intensity non-standardness in FLAIR MRI, while ensuring the appearance of WML.
Results show that original image characteristics varied significantly between scanner vendors and centres, and
that this variability was reduced with standardization. To further highlight the utility of intensity standardi-
zation, a threshold-based brain extraction algorithm is implemented and compared with a classifier-based ap-
proach. A competitive Dice Similarity Coefficient of 81% was achieved on 183 volumes, demonstrating that
optimized pre-processing can effectively reduce the variability in MC studies, allowing for simplified algorithms
to be applied on large datasets robustly.

1. Introduction

The economic burden for all neurological disease in Canada is es-
timated at $60 billion per year, or about 38% of the total burden pre-
sented by disease [1]. To reduce mortality rates and long-term dis-
ability, as well as to alleviate economic burden, the pathology of
neurological disease must be understood so that interventions can be
optimized. To this end, researchers have begun to investigate magnetic
resonance images (MRI) of the brain to look for precursors and bio-
markers of disease. One feature that has been identified on MRI are
white matter lesions (WML), which are thought to be expressions of
vessel disease [2], and are associated with ischemic stroke [3], Alz-
heimer's Disease (AD) [2] and demyelinating diseases such as multiple
sclerosis.

To better understand the relationships between these diseases and
WML, images from large patient cohorts must be analyzed. Accurate
and quantitative calculation of WML volume, as well as other

measurements, can be used to model disease progression, correlate with
outcome/survival, and identify new risk factors [4–11]. Unfortunately,
the visual analysis of medical images is subjective, error prone, and
inefficient, which ultimately affects diagnostic accuracy and the ability
to conduct large research studies [12,13]. Automated analysis techni-
ques are a better alternative as they perform calculations in an objec-
tive, efficient, and reproducible manner.

Fluid-Attenuated Inversion Recovery (FLAIR) MRI has been gaining
momentum in its use for diagnosis and treatment of neurodegenerative
disease, and is becoming increasing important sequence for this task
[14–18]. FLAIR is advantageous over T2-weighted sequences because
the normally high signal of cerebral spinal fluid (CSF) is nulled, which
allows the high signal of WML to be better visualized [14]. Although
FLAIR is growing in popularity, only a few methods exist for its in-
dependent analysis, and novel algorithms that can operate on large
patient databases are needed. However, designing algorithms for multi-
centre (MC) databases is challenging due to the variability in data
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caused by differing scanner vendor hardware, software and acquisition
protocols used to create the images. Even if the same patient is scanned
at the same centre, using the same scanner and acquisition parameters,
it is possible that it would result in different intensity values and ranges
for anatomy and pathology across the images. Collectively, we define
this variability as the “multicentre effect (MCE)”, which ultimately
creates differences in pixel intensities, image contrast, and noise across
datasets. Small changes in intensity values can have a large negative
impact on the reliability of automated results, and therefore, the MCE
does not permit for algorithms to be applied on all MC databases con-
sistently. Many existing algorithms tend to be designed for a specific
database (i.e. images acquired using identical protocols), and are not
known to generalize well to other datasets due to the MCE and varia-
bility [18–22].

Intensity non-standardness is a major source of variability in MRI. A
subject can have two scans of the same anatomy, with the same scanner
and protocol, and will yield different pixel intensities for the same
anatomies in the resultant images [23]. Such an effect is prevalent in
MC data, resulting in the same tissues being expressed by different in-
tensity values, which can severely affect automated algorithms [24]. In
the analysis of longitudinal data, which is critical to modelling neuro-
logical disease progression, there is a need to accurately compare
images from different time points. Without standardization, many of
these differences may simply be variability created at the time of ac-
quisition. Some works have attempted to standardize the FLAIR in-
tensity scale [25]; however, whether the appearance of WML are al-
tered or maintained during transformation of the intensity scale is
unknown. Similarly, approaches for T1- and T2-weighted images [23]
are not easily applied, as changes to the intensity scale can suppress the
appearance of WML, reducing the clinical utility of the images.

For these reasons, this work is focused on the design of an intensity
standardization framework for FLAIR MRI, which makes way for large-
scale neurological studies of MC data. This framework normalizes
variability in databases of FLAIR MRI acquired by different imaging
centres and scanner vendors. This approach is designed solely for FLAIR
MRI, which eliminates dependence on other sequences, such as T1 and
T2, which is common in many FLAIR analysis methods. Standardization
ensures that longitudinal images are normalized, allowing for the ro-
bust and consistent analysis of each time point. Additionally, algo-
rithms do not need to be modified for different cases within the same
database. This is one of the first works that provides an analysis and
framework that can manage intensity variability in MC FLAIR data,
using only the FLAIR modality. The methodology in the paper is the
subject of a pending PCT patent application [26].

The framework is validated using nearly 5000 FLAIR MRI volumes
(approximately 200,000 image slices) acquired at over 60 centres from
subjects with vascular disease and various stages of dementia, making it
one of the largest studies of its kind. To further highlight the utility of
standardization, the performance of a simple, thresholding-based brain
extraction tool is validated on 183 volumes, acquired from 31 centres,
demonstrating that optimized pre-processing can effectively reduce the
variability in MC studies, allowing for simplified algorithms to be ap-
plied on large datasets robustly.

2. Methods and materials

In this section, first, the standardization framework is described,
which is used to normalize differences created by acquisition noise, bias
field, and intensity non-standardness, resulting in images with similar
intensity distributions across the datasets. The major components that
are used to standardize the images are shown in Fig. 1. This is followed
by a section detailing the validation of these techniques. Each pixel
within an image is defined as I(x,y,z) and the atlas (a template of the
brain - more details can be found in Section 4.2) is defined as A(x,y,z),
where x, y are the spatial coordinates in each image, and z represents
the slice number in each volume. Fig. 1 shows a flowchart of the

proposed framework.

2.1. Standardization framework

2.1.1. Denoising and background subtraction
To remove high frequency acquisition noise, a median filter was

implemented in the spatial domain, as it is simple, and does not sig-
nificantly modify the image while performing denoising [27]. The filter
is defined as:

= ∈g x y median I x y x y w( , ) { ( , ), ( , ) }, (1)

where g(x,y) is the resultant image and w is the kernel window.
For background subtraction, the upper and lower 2% of the histo-

gram were cropped to remove spurious noise and provide robust in-
tensity limits; this process is also known as a Percentile Contrast
Stretch. A K-Means classifier (k= 2) was applied to segment the de-
noised image into foreground and background. K-Means was used as it
is able to discriminate between low intensity background pixels and
higher intensity tissue pixels without having to implement hard
thresholds, making it more robust to MC variability. This was calculated
using the 3D volume. The background mask was then used to zero out
all non-tissue pixels, thus suppressing background noise.

2.1.2. Bias field correction
Using the foreground mask, bias field correction was performed in a

way similar to [28], where the mode of the mask was used to fill in the
background of the image to reduce edge effects in later steps. The image
was divided by a low-pass filtered (LPF) version of itself, which re-
presents the low-frequency bias field artifact. The resultant volume b
(x,y,z) is defined as:

=b x y z k
g x y z

LPF g x y z
( , , ) ·

( , , )
( ( , , ))

,
(2)

where LPF means low-pass filter and k is the non-zero mode of the
image. The resultant volume is then multiplied by the foreground mask
to suppress border effect. This calculation is performed on the 3D vo-
lume, and removes low frequency variations in intensities within the
same tissue class. Parameters for denoising and bias field correction
were optimized previously [37].

2.1.3. Intensity standardization
For effective intensity standardization, the histograms of all images

should be similar, so that the tissue classes from every image occupy the
same intensity intervals. To accomplish this, a novel method inspired by
[29] was developed to reflect the histogram characteristics of neuro-
logical FLAIR MRI. While [29] scales image histograms to have similar
means and standard deviations between reference and target images,
our approach also scales the histograms, but adjusts the standard de-
viation in a way that does not affect the appearance of WML. The goal
of this approach is to maximally align the intensities of the gray matter
and white matter tissue classes in all histograms within a database,
while preserving the appearance of WML. A FLAIR template atlas [30]
is used as the gold standard to which all other images were matched.

This algorithm performs intensity standardization on unimodal
histograms in stages, as outlined in Fig. 1. First, the image histograms

Fig. 1. The standardization framework.
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are normalized and scaled so that they have similar magnitudes for
comparison. Peak alignment is then performed by applying a global,
linear re-scaling of the entire histogram with a factor determined by the
difference between the mode of an atlas and a test image. In contrast to
other works that use piece-wise linear transformations between land-
marks [23], this method allows the bounds of the histogram to expand
or contract without restriction and does not require explicit or implicit
tissue segmentation first. This is especially important for maintaining
the appearance of WML, as other methods can wash out their appear-
ance or reduce contrast between WML and brain tissue.

2.1.3.1. Normalization and scaling. The normalized histograms were
calculated, so that the magnitudes of the counts would be similar for
comparison:

=h n v
L M N

( )
· ·

,i
(3)

where h(n) is the histogram (hI for the image, and hA for the atlas), n is
the number of intensity bins, L ·M ·N are the respective image
dimensions, and vi is the number of pixels in the image with intensity
i. This calculation does not actually affect the intensities in the images;
rather, it simply normalizes the histogram frequencies for analysis as a
percent of the image, as images of size 256 × 256 have significantly
less pixels than those of 560 × 560 images.

Due to background suppression, bins at low intensities of the his-
togram tend to be empty. To utilize the full range, the first non-zero
intensity with a non-zero number of counts is selected, and will be re-
ferred to as τI. This intensity is subtracted from the entire volume:

= −c x y z b x y z τ( , , ) ( , , ) ,I (4)

where c(x,y,z) is the resultant image, and the intensity range of non-
background pixels now start at one.

2.1.3.2. Alignment of GM/WM peaks. In FLAIR images, the gray matter
(GM) and white matter (WM) tissue classes appear as a single peak in
the histogram, and this landmark will be referred to as the GM/WM
peak. To find the location of this peak in the atlas histogram, hA, the
maximum count is found:

=A n h nargmax ( ),GM WM A/ (5)

where AGM/WM is the intensity that corresponds with the GM/WM peak
in the atlas. The same landmark is detected in the image as well, and is
denoted as IGM/WM. The ratio between the peaks is defined as:

=α
A
I

,GM WM

GM WM

/

/ (6)

where α is a multiplicative factor that is used to align the image GM/
WM peak with that of the atlas, as in:

=d x y z α c x y z( , , ) · ( , , ), (7)

yielding the resultant image, d(x,y,z). Intensity bins at the upper end of
the histograms tend to be sparsely populated (some bins would contain
no counts) after this alignment. To fully utilize the intensity scale, all
bins with counts of zero were deleted from this histogram; this resulted
in the decrementation of the upper pixel values in the image.

2.2. Validation methods

To ensure that the framework is effectively suppressing variability,
several validation metrics were calculated. This section is split into the
validation of intensity standardization, followed by the brain extraction
algorithm that is applied on MC, standardized images, which highlights
the utility of the standardization method.

2.2.1. Histogram comparison
To measure the similarity between images, the histogram of each

image is calculated, and the Kullback-Leibler (KL) divergence between
all image histograms and the mean histogram of all images before and
after standardization is computed as:

∫=
−∞

∞
D P Q p x

p x
q x

dx( ) ( ) log
( )
( )KL

(8)

where P and Q represent the histograms of two different images. The KL
divergence was calculated between each dataset and the mean histo-
gram of all images across all datasets in order to quantify the similarity
of intensity distributions before and after standardization.

An independent samples t-test was conducted to analyze significant
changes to the KL divergence following standardization, as improve-
ment in this metric implies better alignment of intensity intervals,
yielding more consistency between tissue intensities in different
images.

2.2.2. Pathology preservation
To measure whether contrast was maintained between WML and the

surrounding tissues, a WML segmentation method [31] was applied to
both original and standardized images. This measurement is important,
as a reduction in this contrast could reduce the ability of an algorithm
to discriminate between WML and GM/WM classes.

With the WML masks, the Contrast Improvement Ratio (CIR) was
calculated [32,33] as a percentage:

=
∑ −

∑
×

∈

∈

CIR
c x y c x y

c x y

( , ) ~ ( , )

( , )
100%,x y

x y

( , )
2

( , )



 (9)

where c and c~ represent the local contrast before and after standardi-
zation, respectively. Local contrast was computed as:

= ∣
−

+
∣c x y

μ μ
μ μ

( , ) ,O N

O N (10)

where μO is the mean value of the lesion, and μN is the mean value of the
surrounding tissues. Each lesion was dilated with a disk size of fifteen,
and the original lesion mask was subtracted; therefore, no lesions are
included in this mask. This yields the neighbourhood region of the GM/
WM around the WML. The lesion mask itself is used as the centre re-
gion. An increase in local contrast and CIR demonstrates that the
boundaries of the WML are maintained, yielding edges that can allow
forthe robust discrimination between WML and GM/WM tissue classes
in further analysis. t-tests were used to compare local contrast mea-
surements before and after standardization to verify significant im-
provement following standardization.

2.2.3. Brain extraction Performance
As a proof-of-concept, brain extraction was performed using a

thresholding-based approach. As the images have a standardized in-
tensity scale, the intensity boundaries of the brain should be similar
across all images, making thresholding a viable option for segmenta-
tion.

By analyzing the histogram of the atlas template, bounds of [200
400] were selected to represent the boundaries of the GM/WM class.
These thresholds were applied to the images, yielding a binary mask of
the brain. However, as the intensities of WML lay outside of this range,
they are often not included in this mask, and we must rely on post-
processing to include them again.

A post-processing scheme that employs mathematical morphology
was then applied to remove artifacts from the segmentations, as in-
tensities found in WML are often also present in non-brain tissues, such
as the skull [32]. First, the rough segmentation masks are eroded by a
disk with a kernel size of 3, and all remaining small objects (i.e. non-
brain tissues) are removed. The resulting mask is then dilated by a disk
with a kernel size of 3% of the smallest image dimension (i.e. an image
of size 256 × 256 would have a kernel of 8). Next, and holes within the
mask are filled, and the mask is eroded with a disk with a kernel size of
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3. Both erosion kernels were not dependent on image size, as only a
small erosion was required to “clean up” the segmentations. This pro-
cess yielded a binary mask encapsulating the brain tissue. This seg-
mentation approach could not be applied to images prior to standar-
dization, as the threshold boundaries would vary between images, and
would not yield intelligent segmentations across large datasets.

Results from the proposed thresholding-based brain extraction was
were compared to an existing Random Forest classifier-based approach
[37]. The classifier uses intensity, position, and texture-based features
to compute a brain segmentation. The classifier was trained using a
portion of the dataset for which groundtruth masks were available, and
tested on a holdout set.

Segmentation accuracy was objectively assessed using multiple
metrics. To measure the amount of intersection between a segmented
object and the groundtruth, the Dice Similarity Coefficient (DSC) [34]
was calculated:

=
∣ ∩ ∣

∣ ∣ + ∣ ∣
DSC A B

A B
2 ,

(11)

where A and B are the binary masks of the brain for the groundtruth
reference and automatic segmentation, respectively. The Hausdorff
Distance (HD) was also calculated, which is a measure of maximum
surface-to-surface distance [35]. It is calculated as the sum of distances
between boundary points of the automatic segmentation and their
closest neighbours in the groundtruth mask. In contrast to the DSC, this
metric penalizes cases in which two overlapping objects still have dif-
ferent boundaries.

In addition to these metrics, classification accuracy was further
quantified using sensitivity (sens), also known as Overlap Fraction, and
is a measure of the true positive (TP) rate:

=
+

sens TP
TP FN

,
(12)

where FN are false negatives. In addition, the specificity (spec) was
calculated as a measure of the true negative (TN) rate:

=
+

spec TN
TN FP

,
(13)

where FP are false positives. Extra Fraction [36] was also calculated,
which is a measure of the false positive rate:

=
+

EF FP
TP FN

.
(14)

In an ideal automatic segmentation, the DSC, specificity, and sen-
sitivity measures should be close to one, while HD and EF should be
close to zero.

2.3. Experimental data

2.3.1. Atlas template
A FLAIR template atlas [30], acquired on a Siemens 3 T scanner,

with 0.5 × 0.5 × 1.0mm resolution was used for standardization,
created from images of 336 subjects with WML. The acquisition para-
meters are TR/TI/TE=5000/1800/353ms, with a flip angle of 180°.

2.3.2. Standardization Validation Datasets
A summary of data used to validate the standardization framework

can be found in Table 1, and their respective demographic information
can be found in Table 2. The Canadian Atherosclerosis Imaging Net-
work (CAIN) database contains data from 236 subjects with cere-
brovascular risk factors and a varying numbers of follow-up scans,
yielding a total of 700 volumes. Images were acquired on scanners from
three vendors (GE, Siemens, and Philips), from nine institutions, with
variable acquisition parameters. The ischemic disease Sunnybrook (SB)
database, which contains images acquired at 1.5 T, was also used to
quantitatively validate standardization. The Alzheimer's Disease

Neuroimage Initiative (ADNI) dataset was also used, as it contains
longitudinal imaging data from 889 subjects, acquired at 58 imaging
centres, resulting in a total of 4264 image volumes for analysis (ADNI-2
cohort). This dataset contains subjects within the following classifica-
tions: Normal, Early Mild Cognitive Impairment (EMCI), Late Mild
Cognitive Impairment (LMCI), Subjective Memory Concerns (SMC), and
AD. This large and diverse dataset is an ideal representation of the MC
centre problem that we are trying to solve, and will be a good indicator
of the robustness of the framework.

2.3.3. Brain extraction validation Dataset
A summary of the data used to validate brain extraction can be

found in Table 3. For this task, 135 subjects from the CAIN dataset had
binary masks of the brain available (evenly sampled from each centre
and scanner vendor). Subjects from the ADNI database were also se-
lected to validate brain segmentation. Twenty-one subjects were se-
lected from different centres, with 7 subjects selected randomly for each
scanner vendor. Subjects were also selected from all disease classifica-
tions in the ADNI database. The progression of the disease can affect the
prevalence of WML, as well as the morphological characteristics of the
brain, making this a diverse dataset that will be ideal for validating the
robustness of the framework. All subjects (27 volumes) from the Sun-
nybrook database had brain masks available for validation. This yielded
a total of 183 volumes for brain extraction validation. Groundtruth
masks were generated using the Pathcore Sedeen Viewer2 by the au-
thors of this work and the protocol specified that the masks include all
GM/WM structures. All groundtruth masks were generated prior to the
development of this work, so algorithm performance did not affect how
masks were drawn, and therefore, observers were blind to results.

As mentioned, the proposed thresholding-based brain extraction is
also compared to a classifier-based approach [37]. The classifier was
trained using a portion of the CAIN dataset for which groundtruth
masks were available (108 volumes), and tested on a holdout CAIN set

Table 1
A summary of data used to validate the image standardization framework.

CAIN SB ADNI

Disease Vascular disease Vascular
disease

Alzheimer's disease

Total subjects 236 27 889
Total image volumes 700 27 4264
Total image slices 35,000 945 150,000
Centres 9 1 58
Scanner vendors GE, Philips,

Siemens
GE GE, Philips, Siemens

Magnetic field
strength (T)

3 1.5 3

TR (ms) 8000–11,000 8000 6000–11,900
TE (ms) 117–150 128 90–193
TI (ms) 2200–2800 2000 2000–2800
Pixel spacing (mm) 0.4286–1 0.5 0.7813–1.0156
Slice thickness (mm) 3 6 5

Table 2
Summary of demographic factors in the CAIN and ADNI databases.

Women/men (no.) Age [range]

CAIN Vascular disease 95/141 73.3 ± 8.20, [50 94]
SB Vascular disease 17/10 63.1 ± 24.4, [24 90]
ADNI Normal 105/101 74.5 ± 6.75, [56.3 94.7]

SMC 51/33 72.1 ± 5.56, [59.8 90.2]
EMCI 132/167 71.4 ± 7.4, [55.2 88.7]
LMCI 77/96 72.8 ± 7.8, [55.1 91.5]
AD 51/76 74.7 ± 8.1, [55.7 90.4]

2 http://www.pathcore.ca/sedeen/
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(27 volumes), as well as the ADNI set (21 volumes).

3. Results

This section details the experimental results and validation of the
proposed standardization framework. The sections are split into in-
tensity standardization validation and brain extraction validation. The
major goals of this work is to analyze multicentre variability and the
effects of MRI scanner vendor on FLAIR images, to demonstrate that
effective standardization can simplify improve consistency in the in-
tensity scale in multi-centre datasets while maintaining the appearance
of WML and that such tools improve segmentation accuracy and re-
liability. Fig. 2 highlights MC dataset variability by summarizing
measurements of mean signal intensity for each of the 700 volumes
from the CAIN database as a function of scanner vendor. As shown by
the standardized images, the mean intensities are similar across the
nearly 700 volumes. Fig. 3 shows image histograms from the CAIN, SB,
and ADNI datasets, from each scanner vendor, before and after stan-
dardization, and Fig. 4 shows sample standardized images. These fig-
ures demonstrate that within a given database, there is a range of intra-
and inter-scanner variability; but also that effective standardization can
reduce this variability, increasing the ease of which these images can be
analyzed. The volume histograms are much more aligned in the stan-
dardized data, indicating that intensity ranges of tissues are being
mapped to the same ranges. This is visually confirmed by inspecting the
resultant images in Fig. 4, as the brain tissue across datasets have si-
milar intensities after standardization.

3.1. Standardization validation

Standardization validation was conducted on the full CAIN (700
volumes), SB (27 volumes), and ADNI (4264 volumes) datasets. To
demonstrate that the intensity standardization method normalizes
image histograms and aligns the intensities of similar tissues to the
same range, the KL divergence of histograms from all datasets (CAIN,
ADNI, SB) were compared with the mean histogram of all images, both
before and after standardization. This metric quantifies the similarity of
the images with each other, where improvement in this metric

following standardization indicates an increased similarity in image
characteristics. Table 4 summarizes the results of this test for each
scanner, and shows significant improvement for all scanner vendors;
this effect is obvious when analyzing Fig. 3, as standardization clearly
aligns the histograms within each scanner vendor, but also between
vendors and datasets. Fig. 5 shows the histograms of the images with
theworst and best KL divergence metrics, respectively. As can be seen,
even the “worst” cases show close alignment, highlighting the robust-
ness and consistency of this approach.

Fig. 6 shows the average histograms from each centre in the CAIN
and ADNI studies (a total of 67 centres), before and after standardiza-
tion. In Fig. 6(a), it can be seen that there is significant variability be-
tween the histograms of images acquired at different centres. In parti-
cular, it can be seen that the histograms associated with the ADNI study
have relatively small peaks, indicating low contrast between tissues in
the images; the locations of these peaks are also variable between
centres, highlighting the lack of a standard intensity scale. However,
Fig. 6(b) shows the histograms following standardization – the peaks of
the histograms are now aligned, and the peaks corresponding to the
GM/WM class are more prominent in all images. These results clearly
demonstrate the utility of standardization: not only are the intensities
associated with different tissues now aligned between images, but
image properties, such as contrast, are normalized as well.

To ensure that the appearance of WML were not modified or altered
in a negative way, contrast analysis was performed using areas sur-
rounding WML. Based on inclusion criteria of a diameter greater than
3mm, 3126 volumes acquired at 3 T, and all 27 volumes at 1.5 T were
used for analysis. Average local contrast measurements for all scanners
are shown in Table 4. It was found that there was significant im-
provement in local contrast for all images. This resulted in a mean CIR
of 1.2% ± 1.52, and an improvement of contrast in 99% of images,
with a mean improvement of 11%. Therefore, the appearance of WML
were maintained in the standardized version.

3.2. Segmentation results

Fig. 7 shows sample results of brain extraction using the same
treshold across the datasets. Table 5 contains the quantitative valida-
tion metrics for both the tresholding-based and classifier-based brain
extraction tools. As shown, brain extraction via thresholding was suc-
cessful, irrespective of pathology, scanner vendor, and acquisition
parameters. This approach achieved a DSC of 81.8 ± 6.5 for 183 image
volumes across different datasets. These results are competitive with
those achieved using a classifier-based approach [37], implying that
these segmentations are accurate, and therefore viable for further
analysis. It should be noted that the classifier yielded an increased DSC
for the CAIN dataset; this is because it was trained to generalize to
WML, whereas the thresholding-based approach initially excludes
WML, and works to “regain” them using mathematical morphology.
The ADNI DSC is similar for both approaches; this is likely because the
classifier was trained using only CAIN data, and did not generalize as
well to the ADNI images due to the differences in pathology. For both

Table 3
A summary of data used to validate brain extraction via thresholding.

CAIN ADNI SB

Total image volumes 135 21 27
Centres 9 21 1
Scanner vendors GE, Philips, Siemens GE, Philips, Siemens GE
Magnetic field strength 3 T 3 T 1.5 T
TR (ms) 8000–11,000 650–11,900 8000
TE (ms) 117–150 20–193 128
TI (ms) 2200–2800 200–2800 2000
Pixel spacing (mm) 0.4286–1 0.7813–1.0156 0.5
Slice thickness (mm) 3 5 5

Fig. 2. Mean scanner signal between three different vendors in the CAIN dataset, before and after intensity standardization. Best viewed in colour.
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datasets, the classifier yielded a marked decrease in false positives
(Extra Fraction metric), which can likely be attributed to the fact that it
does not rely on mathematical morphology (erosion and dilation) to
compute the segmentation. To summarize, the classifier-based ap-
proach yielded better results, but provided a baseline for comparison of
the proposed threshold-based approach. As can be seen, the very simple
method proposed here yielded results that were close to the baseline.
This demonstrates that thorough pre-processing of datasets can have a
substantially beneficial effect on further processing and analysis.

In addition, it should be noted that brain segmentation via thresh-
olding only takes a few seconds to compute; in [22], a convolutional
neural network was implemented using Graphics Processing Units
(GPUs), and computation took an average of 40 to 60 s. In a clinical
setting, where GPU computation may not be available, these same
calculations could take up to 12 times longer on conventional CPUs

[38].

4. Discussion

The multi-centre (MC) effect describes the variability in image
properties created by differences in scanning software and hardware
between institutions. A major source of variability is intensity non-
standardness, which severely impedes the ability of algorithms to ro-
bustly quantify disease in MC datasets. In this work, a novel intensity
standardization framework for FLAIR MRI, which maintains the ap-
pearance of WML pathology, is presented and validated. Intensity
standardization is performed in two stages. First, the volume histogram
of each subject is pre-processed, which includes percentile trimming
and shifting to ensure the histogram begins at zero. Second, the volume
histogram is matched to a FLAIR template's volume histogram by peak

Fig. 3. Scanner histograms before and after standardization for each dataset. Histograms of sample images in Fig. 4 are shown in red. Best viewed in colour. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 4. Original images and results from standardization steps. Each original image in shown, followed by its standardized version to the right of the original image.
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detection and linear scaling. Validation was completed on over 5000
FLAIR MRI image volumes collected from over sixty imaging centres of
patients with vascular disease and various stages of dementia, making it
one of the largest studies of its kind. Several metrics were computed to
quantify the performance of intensity standardization, such as the KL
divergence of the image histograms before and after standardization
with each other; t-test results showed that standardization improved KL
divergence significantly over the all datasets, and results were pre-
sented as a function of dataset, scanner manufacturer (GE, Siemens,
Philips), and magnetic field strength (1.5 T and 3 T). Visual histogram
analysis of these centres also shows the alignment of histograms as a
function of scanner vendor over different diseases.

Another novelty of this work is that the method preserves the ap-
pearance of pathology, and this was validated using a contrast-based
feature, which shows that local contrast over the lesion boundaries was
maintained or improved. This is an extremely important innovation:
WML analysis schemes cannot compute accurate segmentations on
images in which pathology has been altered by pre-processing.
Therefore, this method should increase the robustness and accuracy of
WML segmentation algorithms. This is contrasted to three other com-
monly used intensity standardization algorithms [23,29,39]. It was
found that these methods were not as robust to MC data, as they did not
account for WML, which were often blended into the surrounding GM/
WM. In contrast to the previously cited work that uses piece-wise linear
transformations to align histogram landmarks [23], the proposed
method allows the histogram bounds to change without restriction,
which is essential for maintaining the appearance of pathology and

WML. Although the proposed approach does not directly account for
variations in pathology (i.e. hydrocephalus, previous strokes and in-
farcts), the ability of the histogram bounds to change without restric-
tion allows the relationships between pixel intensities to be retained
regardless of lesion load, ensuring that the appearance of pathology is
maintained while still standardizing the intensity scale. This also ap-
plies to the analysis of dirty-appearing white matter (DAWM), which is
defined as regions of the brain with an intermediate intensity between
those of WML and normal-appearing white matter [40], which is be-
ginning to gain substantial attention in the research community. The
authors hypothesize that the standardization of brain pixel intensities
will also align the intensity range of DAWM, which may allow for future
works to analyze this phenomenon more objectively.

Because the standardization framework could robustly suppress
image variability and transform the intensity distributions of each
image into the same space, a threshold-based method of brain extrac-
tion could be implemented that is based on the exact same thresholds
for 183 volumes from 31 centres of patients with vascular disease and
dementia. This approach achieved an average DSC of 81%, which ap-
proaches the range of accuracy produced by more complex approaches
[37]. The relatively competitive accuracy achieved by this threshold-
based technique highlights the true power of standardization: complex
models are no longer required and a simple threshold can be identified
that corresponds to the same anatomies in all images, from all scanners
and centres. The main shortcoming of the threshold-based brain ex-
traction technique was that it was not robust to WML located near the
brain boundary, as thresholding created holes at these locations that
cannot be filled with mathematical morphology. A classifier-based ap-
proach was shown to improve on this limitation. However, brain ex-
traction via thresholding was proposed simply as a proof-of-concept,
and demonstrates that thorough pre-processing of images can yield
more consistent and robust results in subsequent analysis.

This work applied a standardization framework to three multi-
centre datasets, and demonstrated that image standardization can sig-
nificantly reduce variability in a MC database, regardless of scanner
vendor, acquisition parameters and type of disease. Some works have
previously proposed standardization approaches for MRI [23,25];
however, these approaches have not validated whether the appearance
of WML are maintained. What differentiates this work from previous
work in this regard is that the proposed standardization approach al-
lows the intensity scale to be unbounded, which only imposes a lower
bound on WML intensities. This allows for the standardization of the
intensity scale without affecting the appearance of WML –the intensity
distribution of WML is not assumed, and linear scaling allows for
standardization without changing the appearance of WML. A sensitivity
analysis of the effect of lesion load on standardization would be bene-
ficial, and the authors hope to include it in future work that also de-
monstrates that standardization yields an increased performance of

Table 4
Summary of Intensity Standardization Metrics for T-Tests: KL Divergence and
Local Contrast. * indicates that results are at significance.

Before After

KL divergence
1.5 T GE 1.482 ± 0.109 0.142 ± 0.010*
CAIN - 3 T GE 1.70 ± 0.416 0.037 ± 0.014*
CAIN - 3 T Philips 0.373 ± 0.086 0.097 ± 0.028*
CAIN - 3 T Siemens 0.553 ± 0.100 0.170 ± 0.039*
ADNI - 3 T GE 0.699 ± 0.408 0.039 ± 0.017*
ADNI - 3 T Philips 0.802 ± 0.592 0.042 ± 0.015*
ADNI - 3 T Siemens 1.202 ± 0.506 0.028 ± 0.012*
Overall 1.013 ± 1.635 0.094 ± 0.057*
Local contrast
1.5 T GE 0.3093 ± 0.0617 0.3282 ± 0.0415*
CAIN - 3 T GE 0.378 ± 0.128 0.446 ± 0.118*
CAIN - 3 T Philips 0.376 ± 0.146 0.423 ± 0.148*
CAIN - 3 T Siemens 0.399 ± 0.171 0.449 ± 0.01*
ADNI - 3 T GE 0.272 ± 0.139 0.317 ± 0.132*
ADNI - 3 T Philips 0.228 ± 0.107 0.247 ± 0.082*
ADNI - 3 T Siemens 0.273 ± 0.104 0.280 ± 0.082*
Overall 0.3348 ± 0.058 0.339 ± 0.091*

Fig. 5. Histograms of images with worst and best KL divergence measurements following standardization, per scanner. This demonstrates that even “worst”
alignment calculated via the KL divergence yields good overlap of similar tissue classes. Best viewed in colour.
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WML segmentation approaches.
Although this investigation was conducted solely on FLAIR MRI, the

authors believe that this concept can be applied to all MRI datasets, as
standardization of the intensity scale can simplify algorithms for further
analysis, while increasing accuracy and robustness. This framework
permits for the consistent and robust processing of large populations of
subjects with longitudinal data. With this information, it may be pos-
sible to correlate measurements derived from FLAIR MRI with patient
outcomes in order to gain valuable insight into neurodegenerative
disease pathology.

5. Conclusion

This work demonstrates that image standardization can significantly
reduce variability in a MC database, regardless of scanner vendor and
acquisition parameters. Pre-processing images via standardization al-
lows for the application of simpler segmentation and quantification
algorithms, which may be robustly applied to large datasets. As the
intensity scale is standardized, automatic segmentation of pathology
should result in more precise and accurate measurements when com-
pared to non-standardized images.

As shown through the validation studies in this work (applied to

more cases than other leading-edge approaches), the method robustly
standardizes the intensity scale of FLAIR MRI regardless of lesion load
and disease type, which allows large-scale studies to be efficiently
conducted with simplified models, on a scale that would be too time-
consuming with manual processing. As shown by the local contrast
results, and investigated further in the discussion, the intensity stan-
dardization algorithm presented here ensures that the appearance of
WML are maintained, which is an issue that has not yet been addressed
in the literature and is critical for WML quantification. A threshold-
based brain extraction method is also presented based on the intensity-
standardized images; the achieved segmentation accuracy further de-
monstrates the utility of the proposed normalization algorithm.

This framework represents one of the first FLAIR MRI standardiza-
tion frameworks that uses only the FLAIR sequence, and that focuses on
the preservation of WML. We eliminate common challenges of proces-
sing FLAIR MRI with this method, which includes theneed to co-register
FLAIR images with T1- and T2-weighted images, which increases
computational time and errors associated with registration. In addition,
standardization should make the analysis of longitudinal data more
consistent and accurate across different time points.

Fig. 6. Average histograms of each centre in the CAIN and ADNI datasets, before and after standardization, respectively. Red lines represent the 9 centres from CAIN,
the blue lines are the 58 centres from ADNI, and the black line is the average histogram from both studies. Best viewed in colour. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 7. Images of varying lesion loads before and after thresholding-based brain extraction. (a)–(f) are original images, (g)–(l) are segmented images.
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